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Abstract. This research aims to answer the problem of the appropriate sample size in the case 

of the quick count of the election so that the results obtained are close to the actual results. 

Although there are practical procedures that are widely used to calculate the sample size in the 

quick count methodology, in reality, the results obtained often deviate from the actual results, so 

the issue of precision is always an interesting discussion. The formulation of the problem 

regarding the size of the sample and how the level of precision of the forecast results are 

important issue to be discussed. This research method is included in experimental research where 

the analysis used is the Kruskal-Wallis test. The data used is primary data from the real count 

results of the regency election Sumedang by consultants and teams. The results showed that there 

was a significant difference between the seven sample size groups in vote acquisition and the 

percentage of votes at the polling station (TPS), where the sample sizes n =408, n=500, n=875 

and n=1674 were the most appropriate sample sizes in the implementation of the quick count. 

1. Introduction 

Quick Count (QC, quick count) is a way that is provided to find out the results of the vote in the 

implementation of presidential elections or regional head elections. Quick Count has the main function 

as a control tool for the results of manual calculations by election organizers when performing manual 

calculations on the final result. As a method of estimating early calculations, quick count is believed to 

be able to provide estimates and detect early in preventing manual miscalculations, calculation 

irregularities or disclosing vote calculation fraud, so it is believed that the QC will encourage the results 

of a calculation in an honest and fair general election (Kismiantini, 2007). From the function of good 

QC control, but along with it often the result of his estimate becomes a verdict of the claim of victory 

by the contestants before the announcement of the final results of the recapitulation of official votes 

issued by the general election. This results in conflict between contestants, and public distrust of the 

general election, if there is a difference in results, especially the difference that occurs is not significant 

enough between the results of the QC and the results of manual calculations by the organizers. 

There are several cases around differences in the results of official calculations from the election 

organizers, namely the General Election Commission (KPU), such as the case in the 2014 presidential 

election. No less than 11 pollsters participated in enlivening the 2014 Presidential Election by 

conducting a quick count (Susanto, 2019). Some of the names of the pollsters suddenly came to the 

attention of the public and were widely discussed in the mass media because they released different QC 

results data and claimed the victory of one of the presidential candidates by certifying the results of the 

QC conducted by his institution is the most accurate (precision). Call it the difference in QC results from 

4 QC organizers, announcing that the Prabowo Subianto - Hatta Rajasa got a vote advantage over their 
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competitor, Joko Widodo-Yusuf Kala. But the QC results from other QC organizers also released 

different results, there were at least 7 other QC institutions that announced the superiority of presidential 

candidate Joko Widodo – Jusuf Kala in the appeal with presidential candidate Prabowo Subianto-Hatta 

Rajasa. The difference in the results of QC predictions by various institutions in the presidential elections 

made a stir in the community. 

Another example of QC results that resulted in noise in the community included the election of the 

regional head (pilkada) of Tasikmalaya regency (CNN Indonesia, 2020), a well-known Survey Institute 

announced the results of the QC where candidate number 4 was superior to the candidate number 2 with 

a margin 2.7%. But in fact, the results of the recapitulation of the vote of the Regional Election 

Commission (KPUD) of Tasikmalaya Regency, candidate number 2 narrowly superior to candidate 

number 4 by a margin of 0.7 percent. This condition makes noise in the community, especially for 

supporters who have been celebrating victory, but ultimately have to accept defeat. Academics and 

democracy activists, thus impacting suspicion of the methodology on QC sampling due to differences 

in prediction results by QC machines with official results published by KPUD. 

The more information about transparency about the background of QC implementation, the more 

questions arise from the public about scientific procedures in conducting QC activities. Especially 

regarding sampling methodology or known as sampling technique. From the aspect of human error is 

also questioned, who is the person behind the pollsters. Reflecting on the Presidential election in 2014 

and the Tasikmalaya Regency Election in 2020 and occurred also in several other regions, the institution 

that held the QC has published the results of a quick count of election results so that when using the 

correct research rules (scientific methodology), there are many errors in results. 

The QC method is based on direct observation at a randomly selected polling station (TPS), where 

the polling station becomes a unit of analysis, so sampling cannot be done before registering for 

availability from the polling station or village to be monitored (Kismianti, 2007). The true strength of 

the quick count data depends on how the sample is taken. The sample will determine the voter's vote to 

be used as a basis for predicting the outcome of the election. QC predictions will be accurate if they 

meet the requirements of precise and rigorous statistical and sampling methods so that they will describe 

or represent actual population characteristics. 

Sampling techniques are often needed in research because it is not possible to collect all data from 

each population unit that we take (Kumar et al., 2013; Now, 2003). Therefore, determining the 

appropriate sample size is very important to draw valid conclusions from the research findings. 

However, it is often considered a difficult step in empirical research design (Dattalo, 2008). While there 

are several tables and rules of thumb for calculating sample sizes in social science research, many 

researchers are still unclear about which they should use to determine the appropriate sample size in 

their studies, especially when their studies use survey research collect data. . Previous literature has 

highlighted that sample size is one of the main limitations of empirical studies published in top journals 

(see Aguinis & Lawal, 2012; Green et al., 2016; Uttley, 2019). 

The success of QC is also greatly influenced by the accuracy and precision used, this precision will 

affect the number of samples used then the number of samples taken will be greater, and vice versa, the 

greater the precision used will be the smaller the number of samples taken, but the precision and samples 

taken will likely affect the accuracy of QC results, by weighing it, so that the purpose of this paper is to 

find out how big the exact sample size in the QC at the city district level. 

2. Research methodology 

 

2.1. Data Sources and Research Variables 

The data used in this study are primary data obtained from the real calculation process on the ground 

(real count) at the time of the Sumedang regency election in 2018. The variables used in this study are 

the number of votes of candidates for regent number 1 and the total valid votes at each polling station 

(TPS) in Sumedang regency and the sample size used, where the data collected reached 1925 polling 

stations from 2026 polling stations or 95%.  
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2.2. Method and Analysis  

This research method is included in the experimental study, which consists of dependent variables and 

independent variables, dependent variable is sample sizes, while independent variables are the average 

of candidate votes in each polling station and the percentage of candidate votes. The group's analysis 

design used non-parametric Kruskal-Wallis test analysis. Kruskal-Wallis is an alternative test for the F 

test and a one-way ANOVA test for testing the difference in means or for testing the similarity of several 

mean values and analysis of variance that we can use if the assumption of normality is not met. The 

design tables include: 

 

Table 1. Candidate 1 vote with sample size. 

Candidate Vote 

Sample Size (B) 

n = 92 

(B1) 

n = 158 

(B2) 

n = 324 

(B3) 

n = 408 

(B4) 

n = 500 

(B5) 

n = 875 

(B6) 

n = 1674 

(B7) 

Candidate vote 

(A) 
(AB1) (AB2) (AB3) (AB4) (AB5) (AB6) (AB7) 

 

Table 2. Percentage of candidate vote by sample size. 

Percentage of 

Candidate vote 

Sample Size (B) 

n = 92 

(B1) 

n = 158 

(B2) 

n = 324 

(B3) 

n = 408 

(B4) 

n = 500 

(B5) 

n = 875 

(B6) 

n = 1674 

(B7) 

Percentage (P) (P  B1) (P B2) (P B3) (P B4) (P B5) (P B6) (PB7) 

2.3. Population and Sample 

2.3.1. Population  

The voter population in the implementation of quick count is all voters who have the right to vote and 

have been registered on the Permanent Voter List (DPT) by the Election Commission (KPU). The 

population of polling stations in the implementation of quick count is all polling stations (TPS) in all 

districts of Sumedang. 

2.3.2. Sample  

As for the sample of voters in the implementation of quick count is the people who will vote and have 

the right to vote in polling stations that have been randomly selected. Polling stations (TPS) sample is a 

TPS that is randomly selected will be a sample in the implementation of the quick count. This paper 

uses TPS as its unit of analysis whose sampling is done randomly. Therefore, to find out the size of the 

sample of polling stations that must be taken in order to represent or represent the population, it can be 

determined through the following equation from Parel, Cristina P: 

 

𝑛 =
𝑁𝑍2𝑝(1 − 𝑝)

𝑁𝑑2 + 𝑍2𝑝(1 − 𝑝)
 (1) 

n= size or number of polling place samples, Z=Reliability coefficient or standard normal variable value, 

d = Tolerable error rate (margin of error), p= 0.5 (proportion of those who voted in an election), q= 

proportion of those who did not vote in an election i.e. (1−p), N= rate or population number of polling 

stations. 
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2.4. Research Hypothesis 

Based on the analysis design above, a provisional hypothesis is proposed which will be tested in this 

study in the form of a research hypothesis as follows: 

• 𝐻0 ∶ 𝜇𝐴𝐵1 =  𝜇𝐴𝐵2 =  𝜇𝐴𝐵3 =  𝜇𝐴𝐵4 = 𝜇𝐴𝐵5 = 𝜇𝐴𝐵6 = 𝜇𝑠𝐴𝐵7 

The average candidate votes in the sample size group are the same, or there is no difference in 

the mean between groups 

𝐻1 ∶ 𝜇𝐴𝐵1 ≠  𝜇𝐴𝐵2 ≠  𝜇𝐴𝐵3 ≠  𝜇𝐴𝐵4 ≠ 𝜇𝐴𝐵5 ≠ 𝜇𝐴𝐵6 ≠ 𝜇𝑠𝐴𝐵7 

The average candidate votes in the sample size group are not the same, or there is a difference 

in the mean between the groups 

• 𝐻0 ∶ 𝜇𝑃𝐵1 =  𝜇𝑃𝐵2 =  𝜇𝑃𝐵3 =  𝜇𝑃𝐵4 = 𝜇𝑃𝐵5 = 𝜇𝑃𝐵6 = 𝜇𝑃𝐵7 

The average percentage of votes in the sample size group is the same, or there is no difference 

in the average percentage between the sample size groups 

𝐻1 ∶ 𝜇𝑃𝐵1 ≠  𝜇𝑃𝐵2 ≠  𝜇𝑃𝐵3 ≠  𝜇𝑃𝐵4 ≠ 𝜇𝑃𝐵5 ≠ 𝜇𝑃𝐵6 ≠ 𝜇𝑃𝐵7 

The average percentage of votes in the sample size group is not the same, or there is a difference 

in the average percentage between the sample size groups. 

 

3. Results of research and discussion 

The Regional Election Commission (KPU) of Sumedang stated that in the recapitulation of permanent 

voter data in the 2018 Sumedang District Head Election there were 834276 voters spread in 2026 polling 

stations. Real data recapitulation (Real Count) conducted by the internal team can be as follows: 
 

Table 3. Real count recapitulation results by district. 

No Districts 
Vote Of Candidate 

Number 1 

Vote Of Other 

Candidate 

Total 

Vote 

Polling 

Stations 

1 Buahdua 7.666 10.157 17.823 23 

2 Cibugel 2.449 9.104 11.553 50 

3 Cimalaka 16.155 17.532 33.687 33 

4 Cimanggung 17.469 26.531 44.000 82 

5 Cisarua 3.923 7.518 11.441 148 

6 Cisitu 6.818 9.984 16.802 37 

7 Conggeang 6.290 11.552 17.842 57 

8 Darmaraja 5.931 12.007 17.938 56 

9 Ganeas 7.913 6.999 14.912 64 

10 Jatigede 6.481 7.728 14.209 51 

11 Jatinangor 11.679 20.503 32.182 51 

12 Jatinunggal 8.881 15.188 24.069 104 

13 Pamulihan 15.233 15.237 30.470 90 

14 Paseh 8.321 13.188 21.509 91 

15 Rancakalong 11.996 11.159 23.155 74 

16 Situraja 8.761 15.065 23.826 68 

17 Sukasari 6.832 12.986 19.818 71 

18 Sumedang Selatan 27.000 18.779 45.779 67 

19 Sumedang Utara 26.102 22.870 48.972 135 

20 Surian 1.670 5.311 6.981 128 

21 Tanjungkerta 8.828 11.260 20.088 84 

22 Tanjungmedar 7.020 7.936 14.956 43 

23 Tanjungsari 23.273 24.028 47.301 154 

24 Tomo 4.086 9.149 13.235 47 

25 Ujung Jaya 6.549 10.684 17.233 54 

26 Wado 6.968 13.214 20.182 63 

TOTAL 264.294 345.669 609.963 1.925 
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The data collected only reached 1925 TPS from 2026 or 95% conducted for 3 days, this data will be 

used as a reference in data processing. 

3.1. Sample Size 

The size of the voter population is 834,276 voters spread across 2026 polling stations. The calculation 

of sample rate taken relies heavily on d = precision (margin of error), in this study tried to use the 

precision of 1%, 2.5%, 5%, 7.5%, and 10%, with a confidence level of 95% and a default value of Z = 

1.96. The reason for choosing the precision amount is based on quick count comparisons conducted by 

several leading institutions in Indonesia, for comparison, the 2020 Jambi Provincial Governor Election, 

LSI with a sample of 325 TPS from 8236 TPS or 2415862. The 2020 Riau Islands Governor Election, 

by LSI with the number of samples, is 250 TPS from 8416 TPS or 2415862. Election of the 2020 

Karawang Regency Regent, by Indicator with a sample of 200 TPS from 4436 TPS. The election of the 

mayor of Medan City 2020, by Charta Politica with a total sample of 300 polling stations from 4303 

polling stations. Meanwhile, the quick count conducted by Swamedia Research and Communication 

(SRC) on the selection of regents in Sumedang district with a total sample of 408 polling stations from 

2026 polling stations. From the comparison of the use of the number of samples, in this study we want 

to compare the number of samples as in the table below based on the following formula: 

 
𝑛 =

2026 (1.962)(∗ 0.5(1 − 0.5))

(2026 ∗ 0.0012) + (1.962 ∗ 0.5(1 − 0.5))
 

𝑛 = 1673.1 ≈ 1674  

(2) 

The number of samples with different precision is obtained as follows:  

 

Table 4. Sample size based on precision used. 

Precision (%) Sampel Size (n) 

1 1674 

2.5 875 

3.80 500 

4.34 408 

5 324 

7.5 158 

10 92 

 

Samples of 408 and 500 were taken because the number of samples in that range is often used in various 

District/City level QCs, with the size of the number of samples above to be tested at the average 

difference level. 

3.2. Descriptive Statistics 

 

3.2.1. Votes from candidate at each polling station 

The sample selection process was carried out by random sampling with 100 repetitions from each sample 

size group. For example, if n = 92, then the data is taken as many as 92 TPS and then carried out 100 

repetitions, as well as the other sample size groups so that the following descriptive statistics can be 

obtained: 

 

Table 5. Description of the vote distribution of candidate vote at polling station based on sample size. 

Descriptive 

statistics 

Sample Size 

n = 92 n = 158 n = 324 n = 408 n = 500 n = 875 n = 1674 

Mean 135,08 136,63 137,09 137,20 137,00 137,12 137,30 
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Descriptive 

statistics 

Sample Size 

n = 92 n = 158 n = 324 n = 408 n = 500 n = 875 n = 1674 

Median 135,08 136,97 137,62 137,11 137,16 137,03 137,28 

Variance 33,48 18,92 10,49 8,32 6,07 2,73 0,30 

Std. Deviation 5,79 4,35 3,24 2,88 2,46 1,65 0,55 

Minimum 119,37 124,82 129,10 130,49 131,11 133,65 136,16 

Maximum 147,57 145,02 144,84 143,46 142,20 140,55 138,67 

Skewness -0,065 -0,427 -0,361 -0,153 -0,277 0,013 0,241 

 

The above empirical results showed that the average votes of the candidate ranged from 135.08 votes 

per polling station for a sample of 92 and the highest average was 137.3 votes in the sample of 1674. 

The highest votes were 147.57 in the sample of 92 and by 138 votes for the sample of 1674, while the 

lowest votes were 119.37 for the sample of 92 and 136 in the sample of 1674, the other distribution can 

be seen in the table above. 

 

 

Figure 1. Boxplot distribution of Candidate vote at Each Polling Station Based on Sample Size 

 

Table 5 data can also be explained by boxplot, where there are 7 data groups, namely sample size 

data groups 92, 158, 324, 408, 500, 875, and 1674. The average position of boxplot on sample size 92 

is below that of boxplots of other sample sizes, this indicates that the percentage value of sample size 

92 is lower than the average percentage of other sample size votes, as stated in table 6 where the sample 

mean size 92 is 135.08 at the lowest than the mean value on other sample sizes. 

The sample size of 1674 is more homogeneous than the smaller sample size, this is indicated by the 

length of the 1674 box is shorter than all the boxes or in other words, The percentage variant of candidate 

vote at n = 1674 is  0.30 smaller than the percentage variance in other sample sizes, and the percentage 

variant of the sample n = 92 has the largest value of 33.48, as well as the sample n = 158 which has a 

variant of 18.92, from descriptive statistics and boxplot, it can be concluded that small size samples have 

an average difference with the size of the larger sample, it can be seen also that the larger the sample 

taken then the smaller the standard deviation, this shows that, the small size samples tend to be close to 

average. 
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3.2.2. Percentage of candidate votes at each polling station 

 

Table 6. Description of the percentage distribution of candidate votes in each polling station based 

on sample size. 

Descriptive 

statistics 

Sample Size 

n = 92 n = 158 n = 324 n = 408 n = 500 n = 875 n = 1674 

Mean 42,72 43,09 43,21 43,28 43,25 43,27 43,32 

Median 42,78 43,05 43,25 43,27 43,31 43,29 43,32 

Variance 2,47 1,33 0,68 0,56 0,42 0,17 0,02 

Std. Deviation 1,57 1,15 0,83 0,75 0,65 0,41 0,14 

Minimum 38,85 40,18 41,31 41,50 41,79 42,48 43,01 

Maximum 46,06 45,97 45,58 45,00 44,77 44,30 43,70 

Skewness -0,084 -0,275 -0,028 0,111 -0,092 0,247 0,219 

 

The above empirical results show that the average percentage of candidate votes is 42.72% for a sample 

of 92 and the other average is about 43%. The highest percentage gain was 46.06% in the sample of 92 

and by 43.70% of the votes for the sample of 1674, while the lowest percentage was 38.85% for the 

sample of 92 and 43.01% in the sample of 1674, the distribution of other percentages can be seen in the 

table above. 

 

 

Figure 2. Boxplot Distribution percentage of Candidate vote in each 

polling station based on the sample size 

 

Table 6 data can also be explained by boxplot, where there are 7 groups of data, namely sample size 

data groups 92, 158, 324, 408, 500, 875, and 1674. The average position of boxplot on sample size 92 

is below that of boxplots of other sample sizes, this indicates that the percentage value of sample size 

92 is lower than the average percentage of other sample size sounds, as stated in table 6 where the mean 

of sample size 92 is 42.72% lower than the mean value in other sample sizes of about 43%. 

The sample size of 1674 is more homogeneous than the smaller sample size, this is indicated by the 

length of the box shorter than all the boxes or in other words, the percentage variance at n = 1674 is  

0.02 smaller than the percentage variance in other sample sizes, and the percentage variant of the sample 

n = 92 has the largest value of 2.47, as well as the sample size n = 158 which has a variant of 1.15, from 

descriptive statistics and boxplot, it can be concluded that the sample size n = 92 and n = 157 has an 
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average difference with other sample sizes. From the table and boxplot above, it can be concluded that 

a small sample size has an average difference with a larger sample size, it can also be seen that the larger 

the sample is taken, the smaller the standard deviation, this indicates that the values tend to be close to 

average. The sample sizes n=324, n=408, n=500, n=875 and n=1674 are the most appropriate sample 

sizes in quick count execution. 

3.3. Hypothesis test on sample size differences 

This study proposed two hypotheses that must be tested empirically. Both hypotheses are about the 

alleged average difference between the vote and the percentage of the vote to the sample size.  

3.3.1. Test the first hypothesis 

The first hypothesis in the study was to compare the average votes of candidate number 1 between the 

sample size groups n=92, n=158, n=324, n=408, n=500, n=875, and n=1674, which are as follows: 

 

Table 7. Mean ranks of Kruskal-Wallis test. 

Sample Size N Mean Rank 

Average Votes  

n = 92 100 281.40 

n = 158 100 351.78 

n = 324 100 373.68 

n = 408 100 366.46 

n = 500 100 355.64 

n = 875 100 353.13 

n = 1674 100 371.40 

Total 700   

 

The Mean Rank value shows the average rank of each treatment. In the above case, the mean rank of 

candidate votes with a sample of 324 is higher than all groups, while the sample n of 92 is the smallest. 

Are these differences all statistically significant overall, then this is where the role of the Kruskal-Wallis 

Test, which is to measure statistically whether the difference in the average ratings will be significant 

or not? 

The hypothesis formulated in the first test is as follows: 

𝐻0 ∶ 𝜇𝐴𝐵1 =  𝜇𝐴𝐵2 =  𝜇𝐴𝐵3 =  𝜇𝐴𝐵4 = 𝜇𝐴𝐵5 = 𝜇𝐴𝐵6 = 𝜇𝑠𝐴𝐵7 

The average votes in the sample size group were the same, or there was no difference in averages 

between sample size groups of AB1 (n=92), AB2 (n=158), AB3 (n=324), AB4 (n=408), AB5 (n=500), AB6 

(n=875), and AB7 (n=1674). 

𝐻1 ∶ 𝜇𝐴𝐵1 ≠  𝜇𝐴𝐵2 ≠  𝜇𝐴𝐵3 ≠  𝜇𝐴𝐵4 ≠ 𝜇𝐴𝐵5 ≠ 𝜇𝐴𝐵6 ≠ 𝜇𝑠𝐴𝐵7 

The average votes in the sample size group are not the same, or there is an average difference 

between the sample size groups of 92, 158, 324, 408, 500, 875, and 1674. 

The basis for the decision-making in the Kruskal-Wallis test is to compare the value of significance 

(Asymp. Sig) with a probability of 0.05, with the following conditions: 

• If the value of Asymp.Sig > 0.05, then accept H0 or no difference in average 

• If the value of Asymp.Sig < 0.05, then reject H0 or accept H1 in other words there is a difference 

in average 
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Table 8. Test Statisticsa,b. 

 Average Votes 1 

Chi-Square 14.770 

df 6 

Asymp. 

Itself. 
.022 

a. Kruskal Wallis Test 

b. Grouping Variable: SAMPLE SIZE 

 

Based on the output of the test statistic above, it is known that the value of Asymp. Sig is 0.022 < 

0.05, thus, it can be concluded that H0 is rejected or H1 is accepted which means that there is a real 

(significant) difference between the votes of the seven sample size groups, so it can be decided that the 

votes of the candidate on the sample 92, 158, 324, 408, 500, 875 and 1674 are not the same or different. 

Because the test results showed H0 was rejected (there was a difference), it was tried a follow-up test 

(post hoc test) with the Bonferroni test and the Games-Howell test to see which sample size groups 

experienced differences, as stated in the following table: 

 

Table 9. Post Hoc Advanced Tests. 

Multiple Comparisons 

Dependent Variable: AVERAGE CANDIDATE VOTE 1 

(I) SAMPLE 

SIZE 

(J) SAMPLE 

SIZE 

Mean 

Difference (I-J) 

POST HOC FURTHER 

TEST 

Bonferroni Games-Howell 

n = 92 

n = 158 -1,5531 *   

n = 324 -2,0167 * * 

n = 408 -2,1248 * * 

n = 500 -1,9202 * * 

n = 875 -2,0448 * * 

n = 1674 -2,2279 * * 

n = 158 

n = 92 1,5531 *   

n = 324 -0,4636     

n = 408 -0,5717     

n = 500 -0,3671     

n = 875 -0,4917     

n = 1674 -0,6748     

n = 324 

n = 92 2,0167 * * 

n = 158 0,4636     

n = 408 -0,1081     

n = 500 0,0965     

n = 875 -0,0281     

n = 1674 -0,2112     

n = 408 

n = 92 2,1248 * * 

n = 158 0,5717     

n = 324 0,1081     

n = 500 0,2046     

n = 875 0,08     

n = 1674 -0,1031     

n = 500 n = 92 1,9202 * * 
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Multiple Comparisons 

Dependent Variable: AVERAGE CANDIDATE VOTE 1 

(I) SAMPLE 

SIZE 

(J) SAMPLE 

SIZE 

Mean 

Difference (I-J) 

POST HOC FURTHER 

TEST 

Bonferroni Games-Howell 

n = 158 0,3671     

n = 324 -0,0965     

n = 408 -0,2046     

n = 875 -0,1246     

n = 1674 -0,3077     

n = 875 

n = 92 2,0448 * * 

n = 158 0,4917     

n = 324 0,0281     

n = 408 -0,08     

n = 500 0,1246     

n = 1674 -0,1831     

n = 1674 

n = 92 2,2279 * * 

n = 158 0,6748     

n = 324 0,2112     

n = 408 0,1031     

n = 500 0,3077     

n = 875 0,1831     

*. The mean difference is significant at the 0.05 level. 

  

From the further test with the post hoc test above it is seen that the sample size group that showed the 

difference in the average vote of the candidate, namely the sampling of the sample size n = 92 is different 

from the sampling of n =158, n = 324, n = 408, n = 500, n = 875 and n = 1674. The Games-Howell test 

showed that taking samples n=92 and n=158 was different from sampling n=324, n=408, n=500, n=875, 

and n=1674. 

3.3.2. Second hypothesis test 

 

Table 10. Mean ranks of Kruskal-Wallis test 

Sample Size N Mean Rank 

percentage of 

candidate vote 

n = 92 100 278.77 

n = 158 100 333.49 

n = 324 100 355.60 

n = 408 100 363.88 

n = 500 100 365.83 

n = 875 100 364.40 

n = 1674 100 391.54 

Total 700  

 

The Mean Rank value shows the average rank of each treatment. In the above case, the mean rank of 

candidate votes with a sample of n 1674 is higher than all groups, while the sample n of 92 is the smallest. 

Are these differences all statistically significant overall, then this is where the role of the Kruskal-Wallis 

Test, which is to measure statistically whether the difference in the average ratings will be significant 

or not? 

The formulation of the hypothesis proposed in the second hypothesis test is as follows: 

𝐻0 ∶ 𝜇𝑃𝐵1 =  𝜇𝑃𝐵2 =  𝜇𝑃𝐵3 =  𝜇𝑃𝐵4 = 𝜇𝑃𝐵5 = 𝜇𝑃𝐵6 = 𝜇𝑃𝐵7 
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The average percentage of votes in the sample size group is the same, or there is no difference in 

the average percentage between sample size groups of PB1 (n=92), PB2 (n=158), PB3 (n=324), PB4 

(n=408), PB5 (n=500), PB6 (n=875), and PB7 (n=1674). 

𝐻1 ∶ 𝜇𝑃𝐵1 ≠  𝜇𝑃𝐵2 ≠  𝜇𝑃𝐵3 ≠  𝜇𝑃𝐵4 ≠ 𝜇𝑃𝐵5 ≠ 𝜇𝑃𝐵6 ≠ 𝜇𝑃𝐵7 

The average percentage of votes in the sample size group is not the same, or there is an average 

percentage difference between sample size groups of 92, 158, 324, 408, 500, 875, and 1674. 

The basis for the decision-making in the Kruskal-Wallis test is to compare the value of significance 

(Asymp. Sig) with a probability of 0.05, with the following conditions: 

• If the value of Asymp. Sig > 0.05, then accept H0 or no difference in average 

• If the value of Asymp. Sig < 0.05, then reject H0 or accept H1 in other words there is a difference 

in average 

 

Table 11. Test Statisticsa,b. 

 Percentage of Candidate 

Vote Number 1 

Chi-Square 18.958 

df 6 

Asymp. Itself. .004 

a. Kruskal Wallis Test 

b. Grouping Variable: SAMPLE SIZE 

 

Based on the output of the test statistic above, it is known that the value of Asymp. Sig is 0.004 < 

0.05, thus, it can be concluded that H0 is rejected or H1 is accepted which means that there is a real 

(significant) difference between the percentage of votes from the seven sample size groups, so it can be 

decided that the percentage of votes of the candidate on the sample n = 92, 158, 324, 408, 500, 875 and 

1674 is not the same or different. 

Because the test results showed H0 was rejected (there was a difference), it was tried a follow-up test 

(post hoc test) with the Bonferroni test and the Games-Howell test to see which sample size groups 

experienced differences, as stated in the following table: 

 

Table 12. Post hoc advanced tests. 

Multiple Comparisons 

Dependent Variable:PERCENTAGE OF CANDIDATE VOTES NUMBER 1 

(I) Sample 

Size 

(J) Sample 

Size 
Mean Difference (I-J) 

Post Hoc Further Test 

Bonferroni Games-Howell 

n = 92 

n = 158 -0,3754     

n = 324 -0,4931 *   

n = 408 -0,5621 * * 

n = 500 -0,5375 * * 

n = 875 -0,5541 * * 

n = 1674 -0,6089 * * 

n = 158 

n = 92 0,3754     

n = 324 -0,1177     

n = 408 -0,1867     

n = 500 -0,1621     

n = 875 -0,1787     

n = 1674 -0,2335     
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Multiple Comparisons 

Dependent Variable:PERCENTAGE OF CANDIDATE VOTES NUMBER 1 

(I) Sample 

Size 

(J) Sample 

Size 
Mean Difference (I-J) 

Post Hoc Further Test 

Bonferroni Games-Howell 

n = 324 

n = 92 0,4931 *   

n = 158 0,1177     

n = 408 -0,069     

n = 500 -0,0444     

n = 875 -0,061     

n = 1674 -0,1158     

n = 408 

n = 92 0,5621 * * 

n = 158 0,1867     

n = 324 0,069     

n = 500 0,0246     

n = 875 0,008     

n = 1674 -0,0468     

n = 500 

n = 92 0,5375 * * 

n = 158 0,1621     

n = 324 0,0444     

n = 408 -0,0246     

n = 875 -0,0166     

n = 1674 -0,0714     

n = 875 

n = 92 0,5541 * * 

n = 158 0,1787     

n = 324 0,061     

n = 408 -0,008     

n = 500 0,0166     

n = 1674 -0,0548     

n = 1674 

n = 92 0,6089 * * 

n = 158 0,2335     

n = 324 0,1158     

n = 408 0,0468     

n = 500 0,0714     

n = 875 0,0548     

*. The mean difference is significant at the 0.05 level. 

 

From the further test with the post hoc test above it is seen that the sample size group that shows the 

difference in the average percentage of candidate vote, namely sampling sizes n = 92 and n =158 is 

different from sampling n = 324, n = 408, n = 500, n = 875 and n = 1674. The Games-Howell test showed 

that the sample sizes n=92, n=158, and n=324 differed from the sampling of n=408, n=500, n=875, and 

n=1674. From these two further tests, it can be concluded that the sample rate n = 408, n = 500, n = 875, 

and n = 1674 is the most appropriate sample size in the implementation of the quick count. 

In the process of this research, there are several limitations experienced for more attention to 

improving the research in the future. Some of the limitations of this study include 1. The sampling 

method used is simple random sampling, while quick counts always use stratified or multi-stage random 

sampling. 2. The number of TPS samples used was seven groups. 3. The analysis used is Kruskal-Walls, 

which should be able to use ANOVA where the number of variables studied can also be more than one, 

for example comparing the number of several samples and several sampling methods. 
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4. Conclusion 

What is the correct number of samples in the quick count? According to Cohen (2007, p. 101) the larger 

the sample from the size of the existing population, the better, but there is a minimum number that must 

be taken by researchers, which is as many as 30 samples. From the theory, these rules, the sample of 30 

can be tolerated but the more samples used, the better. Although in this paper, only "seven sample size 

groups" are tested in the case of quick count data, it can be concluded that: 

• The number of samples n=92 and n=158 (precision 10 - 7.5%) is very vulnerable to producing 

accurate quick count data, if this number of samples is used in quick counts it will be possible 

to produce a sound range with great precision as shown in Figure 1 and Figure 2. 

• The number of samples n=324 (5% precision) if used in a quick count it will produce data that 

can still be tolerated, although the results of the Games-Howel test show that the number of 

samples n=92 and n=158 is not different from n=324. 

• The right number of samples to perform a quick count is n=408 or the larger it is because the 

larger the number of TPS samples taken, the smaller the precision range, as shown in Figure 1 

and Figure 2. 
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