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Abstract. Hypertension is a non-communicable disease that is characterized by an increase in 

systolic and diastolic blood pressure of more than 140 mmHg and or 90 mmHg. Hypertension 

needs to get more attention the condition is because hypertension will cause complications in 

the target organs and this disease does not appear to show significant symptoms at the 

beginning of the disease because it is called "silent disease". The study discusses the 

integration method of resampling and boosting in predicting hypertension status using the C5.0 

algorithm. Classification of the C5.0 Algorithm by applying to resample increases performance 

specificity and AUC. Random oversampling (ROS) increased the specificity by 95.67% and 

AUC increased by 91.11%. Random over-under sampling (ROUS) increased specificity by 

88.84% and AUC increased by 87.13%. In addition, applying boosting to the C5.0 algorithm 

that has been reapplied increases the accuracy performance. Random oversampling (ROS) 

increased accuracy by 93.86% and random over-under sampling (ROUS) increased accuracy 

by 89.98%. The response variables that contributed the most were high cholesterol and heart 

problems. The application of resampling and boosting to the contribution of high cholesterol 

and heart problems always topped the list. 

1. Introduction 

Non-communicable diseases are the main cause of death and physical dysfunction suffered by people 

throughout the world, especially in heart and blood vessel disease. Riskesdas data in 2013, diagnoses 

made to see the symptoms of hypertension and hypertension drug consumption only reached 9.50% 

[1]. Most hypertension does not show any initial symptoms. Hypertension can trigger a stroke and 

sudden cardiac arrest resulting in death. This is what causes hypertension is considered a deadly 

disease [2]. 

Hypertension is a non-communicable disease that is characterized by an increase in systolic and 

diastolic blood pressure of more than 140 mmHg and or 90 mmHg. Symptoms of hypertension that are 

not detected early and do not get better care can cause damage to organs [3]. Hypertension needs to 

get more attention the condition is because hypertension will cause complications in the target organs 

and this disease does not appear to show significant symptoms at the beginning of the disease because 

it is called "silent disease" [4].  

Hypertension is a disease defined as a persistent increase in blood pressure [5]. The World Health 

Organization (WHO) estimates that currently, the global prevalence of hypertension is 22% of the 

world's total population. The results of Riskesdas 2018 show the prevalence of hypertension in the 
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population aged over 18 years based on national measurements of 34.11%. Nationally, the prevalence 

of hypertension shows an increasing trend from Riskesdas in 2007 [6]. Risk factors for hypertension 

can be divided into two, namely uncontrolled such as heredity, gender, and age. The controls are 

obesity, lack of exercise, smoking, and consumption of alcohol and salt [7]. Therefore, a model is 

needed to find the right formulation to determine a person's hypertension status using machine 

learning. 

There are several studies that have discussed the implementation of machine learning in the scope 

of Health, namely regarding the diagnosis of diabetes using classification mining techniques, the 

results of this study are that diabetes detection in the early stages is the key to treatment, things that 

need to be detected are plasma glucose concentration, body mass index, age, and diabetes pedigree 

function [8]. In addition, regarding the classification of factors causing diabetes mellitus using the 

C4.5 algorithm, the results of this study indicate that the factors that substantially affect the status of 

diabetes mellitus are fasting blood glucose, LDL cholesterol, age, and weight [9]. 

This study uses the C5.0 algorithm for the calculation process. In previous studies using the C5.0 

algorithm the accuracy of 84.49% for buy accuracy and 83.69% for sale accuracy in the forex market 

forecasting [10]. In other studies concerning individual evaluation credit at the Bank using the C5.0 

algorithm, an accuracy of 85.36% was obtained [11] and regarding the classification of child 

developmental deviations obtained the highest accuracy of 95.99% [12]. 

One of the things that need to be considered in evaluating the C5.0 algorithm model is the accuracy 

of a model in predicting responses correctly. Based on hypertension data obtained from the Indonesia 

Family Life Survey in 2014, it is known that there is a small proportion of people with hypertension 

status. This indicates that there is an imbalance of data between not being exposed to hypertension 

(majority) and affected by hypertension (minority). This imbalance will have an impact on the results 

of classification predictions because almost all classification analyzes produce much higher accuracy 

for the majority class than the minority class when there is an imbalance of data [13]. 

The resampling method is one method that can be used in handling the existence of data imbalance. 

The resampling method in classification is effective in handling class imbalance. However, the 

application of the resampling method only increases the minority class, so that misclassification can 

still occur. A good classification method will produce a few misclassifications. One of the 

developments of machine learning to improve model accuracy is the ensemble method [14]. One of 

the ensemble methods of classification is boosting which is more popular to use compared to bagging. 

One of the commonly used boosting techniques is the Adaptive Boosting algorithm [15]. 

This study discusses the integration method of resampling and boosting in predicting hypertension 

status using the C5.0 algorithm. In addition, the data preparation stage (preprocessing) will be carried 

out on the data to improve performance and adjust input data in the classification analysis used. 

2. Methodology 

The following is a systematic scheme in researching the application of resampling and boosting 

methods  

using the C5.0 algorithm 
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Figure 1. Research system scheme. 

2.1. Data Source 

The data used in this study are secondary data, namely Indonesian hypertension data obtained through 

the 2014 Indonesia Family Life Survey with a total of 31397 data. The applications used in processing 

this data are software R 3.6.2 and R-Studio. The variables that will be used in this study are: 

 

Table 1. Model building variables. 

Response 

variable 
Variable Scale Information 

Y Hypertension status Nominal 
1: Yes 

2: No 

X1 Hearts problem Nominal 
1: Yes 

2: No 

X2 High Cholesterol Nominal 
1: Yes 

2: No 

X3 Kidney illness Nominal 
1: Yes 

2: No 

X4 Psychic problem Nominal 
1: Yes 

2: No 

X5 Smoking habit Nominal 
1: Yes 

2: No 

X6 Vision is not perfect Nominal 
1: Yes 

2: No 

X7 

Find it difficult to 

concentrate on doing 

something 

Ordinal 

1: Rarely (< 1 day) 

2: A little (1-2 days) 

3: Sometimes (3-4 days) 

4: Often (5-7 days) 
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Response  

variable 
Variable Scale Information 

X8 Feel depressed Ordinal 

1: Rarely (< 1 day) 

2: A little (1-2 days) 

3: Sometimes (3-4 days) 

4: Often (5-7 days) 

X9 
Feeling requires a lot of 

effort in doing something 
Ordinal 

1: Rarely (< 1 day) 

2: A little (1-2 days) 

3: Sometimes (3-4 days) 

4: Often (5-7 days) 

X10 Feel worried Ordinal 

1: Very unsuitable 

2: Not suitable 

3: Neutral 

4: Sufficiently Suitable 

5: Very appropriate 

X11 Tend to be lazy Ordinal 

1: Very unsuitable 

2: Not suitable 

3: Neutral 

4: Sufficiently Suitable 

5: Very appropriate 

X12 
Sometimes it’s rude to 

others 
Ordinal 

1: Very unsuitable 

2: Not suitable 

3: Neutral 

4: Sufficiently Suitable 

5: Very appropriate 

X13 Sleep quality Ordinal 

1: Very bad 

2: Bad 

3: Enough 

4: Good 

5: Very good 

X14 Feel tired Ordinal 

1: Not at all 

2: A little 

3: Somewhat 

4: Enough 

5: Very much 

X15 Headache Nominal 
1: Yes 

2: No 

X16 Out of breath Nominal 
1: Yes 

2: No 

X17 Nauseous vomit Nominal 
1: Yes 

2: No 

X18 Eat egg Ordinal 

0: Never 

1: 1 day 

2: 2 days 

3: 3 days 

4: 4 days 

5: 5 days 

6: 6 days 

7: Every day 
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Response  

variable 
Variable Scale Information 

X19 Eat fish Ordinal 

0: Never 

1: 1 day 

2: 2 days 

3: 3 days 

4: 4 days 

5: 5 days 

6: 6 days 

7: Every day 

X20 
Eat meat (beef, chicken, 

fork, etc) 
Ordinal 

0: Never 

1: 1 day 

2: 2 days 

3: 3 days 

4: 4 days 

5: 5 days 

6: 6 days 

7: Every day 

X21 Eat green vegetables Ordinal 

0: Never 

1: 1 day 

2: 2 days 

3: 3 days 

4: 4 days 

5: 5 days 

6: 6 days 

7: Every day 

0: Never 

X22 Eat instant noodles Ordinal 

0: Never 

1: 1 day 

2: 2 days 

   

3: 3 days 

4: 4 days 

5: 5 days 

6: 6 days 

7: Every day 

X23 Eat fast food Ordinal 

0: Never 

1: 1 day 

2: 2 days 

3: 3 days 

4: 4 days 

5: 5 days 

6: 6 days 

7: Every day 

X24 Drink soft drink Ordinal 

0: Never 

1: 1 day 

2: 2 days 

3: 3 days 

4: 4 days 

5: 5 days 
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Response  

variable 
Variable Scale Information 

   6: 6 days 

   7: Every day 

X25 Eat the chili sauce Ordinal 

0: Never 

1: 1 day 

2: 2 days 

3: 3 days 

4: 4 days 

5: 5 days 

6: 6 days 

7: Every day 

X26 Eat fried food Ordinal 

0: Never 

1: 1 day 

2: 2 days 

3: 3 days 

4: 4 days 

5: 5 days 

6: 6 days 

7: Every day 

X27 Eat sweet foods  Ordinal 

0: Never 

1: 1 day 

2: 2 days 

3: 3 days 

4: 4 days 

5: 5 days 

6: 6 days 

7: Every day 

X28 Do heavy physical activity Nominal 
1: Yes 

2: No 

X29 
Doing moderate physical 

activity 
Nominal 

1: Yes 

2: No 

X30 On foot Nominal 
1: Yes 

2: No 

2.2. Research Methods 

The steps of data analysis carried out in this study are as follows: 

1. Data preparation phase 

1) Overcoming the problem of high data dimensions, can be done by selecting variables. In 

this study, the filter approach uses Chi-Square (  ) test. This aims to get the best 

classification results with several important variables, with the formula: 

   
                

        
 (1) 

2) The most informative variables will be identified by sorting each variable based on the p-

value, which is p-value <0.05 

3) Exploring data to find out the general description of the data obtained 

4) Divide data groups into training data and test data. In this study the distribution of data by 

comparison of training data (80%) and testing data (20%) 

2. Perform unbalanced data handling with the Random Oversampling (ROS) and Random Over 

– Under Sampling (ROUS) resampling methods, using the ROSE package by determining the 
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proportion (p) 0.5 or 50% so that the amount of class data is not affected by hypertension and 

is affected hypertension becomes more balanced. 

3. Algorithm phase C5.0  

1. Calculate the entropy value for each response variable, using the formula: 

           ∑   
              (2) 

where: 

S: the set of cases on variables 

k: the number of partitions S 

pj: the probability of a variable case 

2. Calculates the information gain value, using the formula: 

                   ∑
|  |

| |

 

   

             (3) 

where 

A  : the response variable 

|  | : the amount of data in each category i 
| | : the sum of all data    

     : entropy value in each category data i 

3. Calculate split information value,using the formula: 

                ∑
  

 

 

   

     
  

 
 (4) 

4. Calculate gain ratio value, using the formula: 

              
       

              
 (5) 

5. Response variable which has the highest gain ratio will be selected as the main node. The 

process is carried out until it reaches the last node 

4. Boosting phase 

1) Set the number of iterations or trial ( ) 
2) Calculate initial weight W, with the formula: 

  
  

 

 
 

where: 

  
  : Sample weight I at trial t 

   : sum of all data 

Calculate the normalized value of weights in each sample with the formula: 

  
  

  
 

∑   
  

   

  
(6) 

Where: 

  
  : Sample weight -I at trial t which has been normalized  

Calculate the error rate value, using the formula: 

   ∑   
   

  

 

   

 
(7) 

where: 

    : Error rate decision tree at trial for         

  
   : Indicator function of sample for         

5. Evaluation of the model 

1) Evaluate the models built by the CART method by calculating the value of accuracy, 

sensitivity, and specificity. 
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2) Look at the value of Area Under Curve (AUC) goodness of the results of the classification 

method 

3) Knowing the percentage contribution variable in the model. 

Overcoming the problem of high data dimensions, can be done by selecting variables. In this study, 

the filter approach uses the chi-square. This aims to get the best classification results with several 

important variables 

3. Result and Discussion 

3.1. Data description 

Description of the response variable hypertension data in the 2014 Indonesia Family Life Survey 

questionnaire can be seen from Table 2:  

  

Table 2. General description of hypertension data. 

Hypertension Status Frequency Percentage 

Normal 27.664 88,11% 

Hypertension 3.732 11,89% 

Total 31.396 100% 

 

Based on Table 2, from 31,396 Hypertension status in Indonesia, 3,732 (11.89%) people 

experienced Hypertension, as many as 27,664 (88.11%) people did not experience Hypertension 

(normal). Chi-Square. 

Determination of variable selection, i.e. p-value <0.05. To do Chi-Square (  ), the chi-square test 

(  ) function is used on each variable. The selection results are given in Table 3: 

  

Table 3. Chi-Square variable selection. 

Response 

variable 
p-value Information   

Response 

variable 
p-value Information 

X1 2.20E-16 Significant   X16 4.49E-15 Significant 

X2 2.20E-16 Significant   X17 1.52E-05 Significant 

X3 2.20E-16 Significant   X18 0.2597 Not Significant 

X4 0.1787 Not Significant   X19 0.4405 Not Significant 

X5 2.20E-16 Significant   X20 0.1668 Not Significant 

X6 2.20E-16 Significant   X21 0.03882 Significant 

X7 0.0003844 Significant   X22 2.56E-08 Significant 

X8 0.05743 Not Significant   X23 0.05584 Not Significant 

X9 0.02158 Significant   X24 0.002307 Significant 

X10 3.06E-05 Significant   X25 0.02014 Significant 

X11 0.009716 Significant   X26 0.3861 Not Significant 

X12 0.0009435 Significant   X27 0.002931 Significant 

X13 0.1215 Not Significant   X28 5.44E-05 Significant 

X14 0.1164 Not Significant   X29 0.4699 Not Significant 

X15 2.20E-16 Significant   X30 0.1235 Not Significant 

 

In the variable selection stage that has been outlined in Table 3, selection of variables there are 19 

influential variables and 11 variables that have not significant. 
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3.2. Training data and testing data 

The distribution of training data and test data was carried out randomly on the available data, based on 

the magnitude of the difference in observations between classes on the Hypertension Status variable 

which indicated an imbalance between Hypertension and Normal classes, it is necessary to balance the 

data to minimize classification errors because it is dominated by class classification results. The 

majority so that efforts were made to balance the data by applying three types of resampling methods 

to the training data, using the Random Oversampling (ROS) and Random Over – Under Sampling 

(ROUS) methods, with details as shown in Figure 2 

 

 

Figure 2. The dataset before and after resampling. 

 

Based on the bar diagram in Figure 2, it can be seen that there are changes in the number of 

observations in the minority or majority classes when balancing the data using the ROS and ROUS 

methods in the proportion of 0.5 or 50% so that the data are almost balanced. The ROS method 

manages the imbalance of data by adding observations to the Hypertension class to as many as 27,690 

observations, close to the number of normal class observations. The ROUS method handles data 

imbalance by reducing the number of normal class observations to 15,121 and increasing the number 

of Hypertension class observations to 14,879 observations. 

3.3. Algorithm C5.0 

Table 4. Gain ratio value. 

C5.0 ROS + C5.0 ROUS + C5.0 

Response 

variable 

Gain 

Ratio 

Response 

variable 

Gain 

Ratio 

Response 

variable 

Gain 

Ratio 

X1 0.0456 X1 0.0487 X1 0.0485 

X2 0.0731 X2 0.0836 X2 0.0793 

X3 0.0152 X3 0.0248 X3 0.0208 

X5 0.0023 X5 0.0069 X5 0.0066 

X6 0.0099 X6 0.0193 X6 0.0165 

X7 0.0005 X7 0.0015 X7 0.0012 

X9 0.0001 X9 0.0008 X9 0.0009 

X10 0.0010 X10 0.0018 X10 0.0023 
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C5.0 ROS + C5.0 ROUS + C5.0 

Response 

variable 

Gain 

Ratio 

Response 

variable 

Gain 

Ratio 

Response 

variable 

Gain 

Ratio 

X11 0.0006 X11 0.0014 X11 0.0022 

X12 0.0009 X12 0.0018 X12 0.0028 

X15 0.0022 X15 0.0056 X15 0.0077 

X16 0.0029 X16 0.0061 X16 0.0100 

X17 0.0006 X17 0.0015 X17 0.0019 

X21 0.0004 X21 0.0007 X21 0.0013 

X22 0.0011 X22 0.0035 X22 0.0030 

X24 0.0009 X24 0.0022 X24 0.0012 

X25 0.0005 X25 0.0011 X25 0.0014 

X27 0.0006 X27 0.0017 X27 0.0022 

X28 0.0004 X28 0.0011 X28 0.0015 

 

The node used as the main node is the variable X2 or high cholesterol which divides the population 

into two nodes, namely the left node for the Yes category and the right node for the No category. The 

X2 variable produces the highest gain ratio compared to other variables, namely 0.0731 for C5.0, 

0.0836 for ROS + C5.0, and 0.0793 for ROUS + C5.0. Returns the contribution variable response as 

follows: 

 

Table 5.  Response variable contribution. 

C5.0 ROS + C5.0 ROUS + C5.0 

Response 

variable 

Contribution 

(%) 

Response 

variable 

Contribution 

(%) 

Response 

variable 

Contribution 

(%) 

X2 100.00 X2 100.00 X2 100.00 

X1 4.08 X1 99.48 X1 99.03 

X11 3.79 X3 96.94 X3 91.62 

X15 3.46 X22 90.92 X16 90.48 

X12 2.39 X27 90.03 X6 89.93 

X22 1.80 X24 89.40 X5 87.35 

X16 1.49 X6 88.00 X24 82.67 

X27 1.31 X5 85.82 X11 79.79 

X6 1.18 X21 82.42 X27 79.73 

X24 0.60 X10 82.15 X25 74.70 

X25 0.48 X25 80.51 X21 73.87 

X21 0.33 X15 80.19 X15 71.19 

X7 0.30 X11 80.13 X22 66.85 

X5 0.20 X12 78.19 X12 61.25 

X10 0.12 X7 75.11 X9 55.77 

X28 0.10 X16 68.26 X10 53.14 

X9 0.04 X9 63.65 X7 52.52 

X17 0.03 X17 41.01 X17 36.00 

  

X28 35.71 X28 33.01 
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Variables X2 (high cholesterol) and X1 (heart problems) are the variables that have the highest 

contribution, so it can be said that high cholesterol and heart problems are the main factors in 

determining hypertension status. 

Confusion matrix for the classification accuracy of the C5.0 algorithm model: 

Table 6. Confusion matrix algorithm C5.0. 

Prediction 

C5.0 ROS + C5.0 ROUS + C5.0 

Reference Reference Reference 

Normal Hypertension Normal Hypertension Normal Hypertension 

Normal 
5449 

(99.09%) 

678 

(94.04%) 

4378 

(76.46%) 

235  

(4.33%) 

2313 

(77.20%) 

334 

(11.64%) 

Hypertension 
50 

(0.91%) 

43  

(5.96%) 

1132 

(20.54%) 

5195 

(95.67%) 

683 

(22.80%) 

2659 

(88.84%) 

 

Table 6 shows the classification accuracy of hypertension class is only 43 (5.96%). Classification 

error data 678 (94.04%) data, and normal class shows classification accuracy 5449 (99.09%), 

classification error data 50 (0.91%) data for C5.0 model. This caused by unbalanced data, this 

condition occurs because the amount of data from the normal class is far more than the hypertension 

class. The application of the over-sampling hypertension class in the C5.0 model increased the 

classification accuracy of 5195 (95.67%) data of misclassification 235 (4.33%) data, but the normal 

class of classification accuracy was reduced to 4378 (76.46%).  Classification error data of 1132 

(20.54%). The application of over-sampling hypertension class and under-sampling normal class on 

C5.0 model increased the classification accuracy of 2659 (88.84%), 334 (11.64%) misclassification 

data, but the normal class classification accuracy was reduced to 2313 (77.20%), classification error 

data 683 (22.80%). 

Applying resampling to the C5.0 algorithm results in a greater classification accuracy of the 

Hypertension class than without applying to resample 

Table 7. Classification performance algorithm C5.0. 

C5.0 ROS + C5.0 ROUS + C5.0 

Criteria 
Data Test 

20% (%) 
Criteria 

Data Test 

20% (%) 
Criteria 

Data Test 

20% (%) 

Accuracy 88.30 Accuracy 87.50 Accuracy 83.02 

Sensitivity 99.09 Sensitivity 79.46 Sensitivity 77.20 

Specificity 5.96 Specificity 95.67 Specificity 88.84 

AUC 56.17 AUC 91.11 AUC 87.13 

 

Applying to resample obtained better specificity performance. However, the performance of 

accuracy and sensitivity is reduced because it causes a decrease in classification accuracy in the 

normal class. After resampling, the proportion of data is almost the same Hypertension class 

information becomes more so that it will affect the decrease in performance sensitivity. Therefore a 

boosting method is used to reduce misclassification. 

3.4. Boosting 

The number of iterations or trials used is 6, then produces error rate: 

Table 8. Boosting error rate value. 

C5.0 + Boosting ROS + C5.0 + Boosting ROUS + C5.0 + Boosting 

Trial Error rate Trial Error rate Trial Error rate 

0 2836(11.3%) 0 2155(4.9%) 0 1465(6.1%) 
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C5.0 + Boosting ROS + C5.0 + Boosting ROUS + C5.0 + Boosting 

Trial Error rate Trial Error rate Trial Error rate 

1 3310(13.1%) 1 6092(13.7%) 1 3808(15.9%) 

2 4503(17.9%) 2 5829(13.1%) 2 4091(17.0%) 

3 4253(16.9%) 3 6875(15.5%) 3 3933(16.4%) 

4 3664(14.6%) 4 6660(15.0%) 4 4010(16.7%) 

5 3085(12.3%) 5 6782(15.3%) 5 4025(16.8%) 

6 2862(11.4%) 6 916(2.1%) 6 513(2.1%) 

 

By applying boosting on the data that has been sampled can reduce the classification error to 2.1%. 

As for the data that is not resampling results in an increase in the classification error of 0.1%. This is 

due to the determination of the trial that is less precise. In addition, the contribution variable response 

also increased: 

 

Table 9.  Response variable contribution. 

C5.0 ROS + C5.0 + Boosting ROUS + C5.0 + Boosting 

Response 

variable 

Contribution 

(%) 

Response 

variable 

Contribution 

(%) 

Response 

variable 

Contribution 

(%) 

X1 100.00% X1 100.00% X1 100.00% 

X2 100.00% X2 100.00% X2 100.00% 

X3 100.00% X10 100.00% X24 99.97% 

X6 100.00% X24 100.00% X21 99.39% 

X5 99.59% X25 99.91% X25 99.38% 

X10 98.69% X21 99.78% X27 99.01% 

X16 91.35% X12 99.76% X22 98.92% 

X12 88.62% X27 99.64% X3 98.73% 

X24 64.80% X22 99.53% X11 98.51% 

X22 63.23% X7 99.20% X12 98.18% 

X15 62.23% X11 99.16% X6 98.00% 

X21 40.64% X3 98.51% X16 97.72% 

X11 34.85% X16 97.67% X10 96.61% 

X25 30.66% X6 97.46% X9 96.54% 

X7 28.76% X5 97.18% X15 95.91% 

X27 26.48% X9 96.87% X5 95.60% 

X9 7.63% X15 95.35% X7 94.95% 

X28 5.27% X28 92.93% X17 84.47% 

X17 3.94% X17 91.16% X28 83.72% 

 

Variables X2 (high cholesterol) and X1 (heart problems) are the variables that have the highest 

contribution, so it can be said that high cholesterol and heart problems are the main factors in 

determining hypertension status. 
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Confusion matrix for the classification accuracy of the C5.0 algorithm model using boosting: 

 

Table 10. Confusion matrix algorithm C5.0 using boosting. 

Prediction 

C5.0 + Boosting ROS + C5.0 + Boosting ROUS + C5.0 + Boosting 

Reference Reference Reference 

Normal Hypertension Normal Hypertension Normal Hypertension 

Normal 
5467 

(99.42%) 

695 

(96.39%) 

4942 

(89.69%) 

104  

(1.92%) 

2566 

(85.65%) 

170  

(5.68%) 

Hypertension 
32 

(0.58%) 

26  

(3.61%) 

568 

(10.31%) 

5326 

(98.08%) 

430 

(14.35%) 

2823 

(94.32%) 

 

Applying boosting to the C5.0 algorithm that has been sampled results in a far less classification 

error than without applying to boost. 

 

Table 11. Classification performance algorithm C5.0 using boosting. 

C5.0 + Boosting ROS + C5.0 + Boosting ROUS + C5.0 + Boosting 

Criteria 
Data Test 

20% (%) 
Criteria 

Data Test 

20% (%) 
Criteria 

Data Test 

20% (%) 

Accuracy 88.31 Accuracy 93.86 Accuracy 89.98 

Sensitivity 99.42 Sensitivity 89.69 Sensitivity 85.65 

Specificity 3.61 Specificity 98.08 Specificity 93.05 

AUC 62.62 AUC 98.53 AUC 94.32 

 

 Applying to boost obtained all classification performance for the better, this can be seen from the 

accuracy performance. 

4. Conclusion 

Algorithm Classification of C5.0 by applying to resample increases the specificity and AUC 

performance. Random oversampling (ROS) increased the specificity by 95.67% and AUC increased 

91.11%. Random over-under sampling (ROUS) increased specificity by 88.84% and AUC increased 

by 87.13%. 

In addition, applying boosting to the resampling C5.0 algorithm increases accuracy performance. 

Random oversampling (ROS) increases accuracy by 93.86% and random over-under sampling 

(ROUS) increases accuracy by 89.98%. The most contributing response variables are high cholesterol 

and heart problems. The application of resampling and boosting contribution to cholesterol is high and 

heart problems are always at the top level. Thus the cause of hypertension problems in Indonesia 

which often occurs is high cholesterol and heart problems 
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