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Abstract. Age data plays an important role in every aspect yet there are still found age 

misreporting. It involves digit preference that causes build up in a certain age. Digit preference 

in demography is called age heaping that often happens at age with 0 and 5 as the last digit. Age 

heaping induces poor data quality and data bias that could influence government policy making. 

Two indicators used to detect age heaping are Whipple Index (WI) and Myers Blended Index 

(MBI). Methods to cope with age heaping are nonparametric regression approaches which are 

Kernel Smoothing and Local Polynomial Smoothing. The objective of this research is to measure 

and elevate the quality of population age data and population mortality data in Sensus Penduduk 

(SP) 2020 as well as comparing methods between Kernel Smoothing and Local Polynomial 

Smoothing. The data being used in this paper is SP2020 which the research variables are age 

population, age of death, and total population. The result shows that the data quality of total 

population death is inaccurate compared to total population thus needs a smoothing process to 

improve age data to population data accuration. The method that has better accuracy is the Local 

Polynomial Smoothing method. 

1. Introduction 

Age is an essential basic information. Age data plays an important role in every aspect such as 

demography, health, up to government policy making-needs. Age data also has a role as the basis for 

making population pyramids and weighing population projections. In addition, age data can be used as 

a predictor variable in studies. Therefore, good quality and accurate age data is needed, which comes 

from a good data collection process. 

 Although it seems simple, the age data collecting process reported by the community is often 

inaccurate [1]. In addition to reporting, age data can often be obtained from documents containing birth 

information or date of birth. However, documents regarding birth information used as evidence of age 

in Indonesia are still lacking. According to the National Development Planning Agency or [2], in 

Indonesia only 37.8 percent or as many as one in three household members have and can show a birth 

certificate. This increases the chance of errors occuring in age reporting [3], [4]. This inaccuracy in 

reporting age data in demographics is often referred to as age misreporting [5].   
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 Age misreporting is also related to digit preference. This term means the tendency to give numerical 

responses ending with a certain number, usually ending with 0 or 5 [6]. The existence of digit preference 

causes the accumulation and widening of the age distribution with numbers ending in 0 and 5 or in 

demography called age heaping. Age heaping is a problem that is often encountered in age data 

collection [4]. Age heaping is a situation where there is a buildup of a person choosing a certain age, 

usually chosen as the number with the last digit of 0 and 5 [7]. 

 Population age data collection conducted by BPS is usually collected in the form of a single age, 

such as in Sensus Penduduk (SP), Sensus Pertanian (ST), Sensus Ekonomi (SE), Survei Kerja Nasional 

(SUPAS), Survei Sosial dan Ekonomi Nasional (Susenas), Survei Angkatan Kerja Nasional (Sakernas), 

and other surveys. The advantages of single age include being easier to analyze, more accurate, more 

detailed, and more flexible. Some statistical analyses are also more effective when using single-age data 

because it will provide a more accurate picture and sharpen development targets in several fields such 

as education, health, family planning, employment, and other fields [8]. Therefore, single age data with 

good quality is needed. If the single age data is incredulous due to age heaping, it will result in 

misrepresentation or inaccuracy of demographic estimates [5]. In addition, the problem caused by age 

heaping is that the data will be biased so that it is inappropriate for further analysis [4] and will interfere 

with the scientific process for researchers [9].  

 Age heaping at a certain single age will certainly make a poor-quality age data and affect the making 

of government policies. Good single-age quality will help in the realization of development planning 

for the government so that its programs and policies aim the right target.[10]. 

 To overcome the age heaping problem, BPS performed age data smoothing with the Arriaga method 

[11]. This method is one of the methods used for estimating fertility, correcting age misreporting, and 

smoothing data [12]. However, this method has a weakness in terms of smoothing age data, which is 

only for age group data, causing inaccuracies in age allocation and distortions in younger age groups 

[13], [14]. Another weakness is that it does not take into account population variations that occur within 

the 5 and 10 year age groups [15]. In addition, the Arriaga method assumes that birth and mortality rates 

will remain constant over time [12], [16]. But in fact, based on the World Mortality Report 2019 by the 

World Health Organization or WHO, the mortality rate has variations in different age groups [17]. 

 Population data based on age considered to have better data quality than mortality data based on age. 

This can be seen from the lack of ownership of death certificates rather than birth certificates. According 

to a research report conducted by [2], 43.8 percent of the Indonesian population who experienced a death 

event did not know what a death certificate was; 40.6 percent considered death certificates unimportant; 

7.8 percent considered that remembering death was not commonplace; and 5.5 percent did not know the 

flow of making a death certificate. Only 2.3 percent had applied for a death certificate. Based on this 

data, the Indonesian population is still lacking in reporting mortality data. In conclusion, the quality data 

of mortality based on age has a greater chance of age heaping than the number of populations based on 

age.  

 This is supported by related research [18] which uses data on the mortality based on age from 

SP2010. It can be seen from Figure 1 that there is a buildup of population numbers at ages with numbers 

0 and 5 as the last digit. This shows that there is clear age heaping in the data. 
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Figure 1. Population mortality pyramid based on age in SP2010 

(Source: Firdaus and Astuti (2017) 

 Apart from the data on mortalities number based on age in SP2010, the results of Susenas in 2021 

also show a buildup in single ages with the last digit of 0 and 5 (Figure 2). Therefore, it is estimated that 

in the data on the total population based on age from the census and other surveys conducted by BPS, 

there is a possibility of age heaping, just like in the SP2020 data. 

 

Figure 2. Population single age distribution Susenas Kor 2021 

 In SP2020, there was a different method of data collection compared to previous censuses or surveys. 

This method involved using population administration data provided by the Directorate General of 

Population and Civil Registration (Ditjen Dukcapil). Additionally, it was carried out in two phases, 

namely the short form and long form. Given the differences in data collection methods between previous 

surveys and censuses and the SP2020, the question arises whether there is still age heaping affecting the 

quality of age data in the population for the SP2020. 

 There are several indicators used to measure the age data quality in the distribution of which there is 

age heaping, including the Whipple Index (WI) and Myers Blended Index (MBI). WI is used to measure 

the extent to which respondents tend to report ages with 0 or 5 as the last digit [4]. Meanwhile, MBI 

measures based on the assumption that the population is evenly distributed in the aggregate population 

for each age with the last digit 0 to 9 [19].   

 One method that can be done to overcome age heaping is the smoothing method using nonparametric 

regression. Nonparametric regression has advantages in terms of flexibility and robustness because it 

does not require assumptions that must be met as in parametric regression [20]. Nonparametric 

smoothing methods are used, namely Kernel Smoothing and Local Polynomial Smoothing. The Kernel 
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Smoothing smoothing method was used by Vallarino in 2017 [21] who conducted forecasting of the 

Indonesian Composite Stock Price Index in 2017. Meanwhile, the Local Polynomial Smoothing method 

was used by Firdaus and Astuti [18] on handling age heaping on the data of population mortality based 

on age from SP2010. Research conducted by Lyons-Amos and Stones in 2017 showed the existence of 

age heaping in 34 Sub Saharan African countries [4]. The age heaping phenomenon was also found by 

Fayehun and his colleagues on the Nigerian Demographic Health Survey data in 2003, 2008, and 2013 

[5].  

 Different methods of data smoothing will result in different data smoothing estimations. Both 

methods are included in nonparametric regression which does not need to fulfill any assumptions. Based 

on the explanation of the problem above and the advantages of using nonparametric regression in 

evaluating age data, we are interested in comparing the two methods to overcome age heaping in the 

latest census results conducted by BPS. 

2. Theoretical Background 

2.1. Age Heaping 

The numbers 0 and 5 are more attractive than other numbers [22]. In a demographic perspective, this 

creates age heaping. Age heaping is the result of respondents not knowing their age [23]. Age heaping 

is a demographic phenomenon where respondents report their age with other numbers, but close to their 

actual age, such as rounding to numbers with 0 or 5 as the last digit [24]. Age data that experience age 

heaping can be found in population data based on age, mortality data based on age, and so on [18].  

2.2. Whipple Index (WI) 

This index is used to measure the quality of population age data as seen from the tendency of respondents 

to report age or digit preference with 0 or 5 as the last digit [25]. This index is used to measure the 

quality of population age data as seen from the tendency of respondents to report age or digit preference 

for 0 or 5 as the last digit [26].  

WI is calculated using the following formula. 

 𝑊𝐼 =
∑(𝑃25+𝑃30+𝑃35+⋯+𝑃50+𝑃55+𝑃60+𝑃65)
1

5
∑(𝑃23+𝑃24+𝑃25+⋯+𝑃60+𝑃61+𝑃62)

× 100  (1) 

Description: 

𝑊𝐼  = Whipple Index 

𝑃23, … , 𝑃65 = Number of populations aged 23rd to 65t 

The United Nations Statistics Division (UNSD) [27] determines the quality measure of age data 

reporting based on WI values with five categories as shown in Table 1. 

Table 1. Age data accuracy measurement based on WI 
  

WI Data Quality 

<105 Very accurate 

105 – 109.9 Accurate 

110 – 124.5 Moderately accurate 

125 – 174.9 Inaccurate 

>175 Very inaccurate 

2.3. Myers Blended Index (MBI) 

MBI measures the age data quality from the tendency to mention age with all numbers ending in 0 to 9. 

By including all numbers, it can be seen which numbers are most preferred and most avoided. This index 

shows digital preference, hence the calculation is done on a single age distribution. The "blended" 
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technique in this index aims to determine the proportion of the population that ends with a certain 

number out of the total population 10 times, by varying a certain starting age for each 10-year age group 

[28]. It minimizes bias in the index due to the fact that ages ending in zero will usually be longer than 

other terminal digits. The measure of age data quality is based on the MBI value which can be 

categorized into two, namely good (MBI < 10) and bad (MBI > 10) [29]. 

2.4. Nonparametric Regression 

Regression analysis is one of the techniques in statistics that model the mathematical relationship 

between the response variable 𝑌 and one or more predictor or predictor variables 𝑋 [30]. In a regression 

model, the response variable is expressed as a linear function and other variables that are more than one 

is called predictor variables. In such a model, it is implicitly assumed that there is a causal relationship 

between the response variable and the predictor variable that only flows in one direction, namely from 

the predictor variable to the response variable [31]. 

General form of classical linear regression model: 

 𝑦𝑖 = 𝑚(𝑥𝑖) + 𝜀𝑖 , 𝑖 = 1,2,… , 𝑛  (2) 

Description: 

𝑦𝑖  = observation value of the i-th response variable 𝑦 

𝑚(𝑥𝑖)  = dependent regression curve of the predictor variable 𝑥 

𝜀𝑖  = i-th error component 

 Estimation for the 𝑚(𝑥𝑖) regression curve can be done using parametric and nonparametric 

approaches. Parametric regression is relatively better when viewed from the properties of the ideal 

estimator but requires information from the past to know the pattern and distribution of the data. 

Estimating a regression curve with a parametric approach also requires strict assumptions to be met 

regarding the shape of the regression function, whether linear, quadratic, exponential, or polynomial 

[32]. 

 Meanwhile, the use of nonparametric approaches does not have a specific function pattern 

specification, so other estimators are used to estimate the regression function, such as kernel, local linear, 

spline, and so on [33]. Nonparametric is also able to minimize the assumption of the relationship pattern 

between the response variable and the predictor and let the data adjust the regression curve model 

according to its empirical conditions [34]. Nonparametric approach by applying the smoothing method 

because the goal is to find a relationship pattern that fits the empirical data. Techniques or methods that 

can be used in nonparametric regression are Local Polynomial Smoothing [35], Kernel Smoothing [36], 

and Spline Smoothing [37], [38]. 

2.5. Kernel Smoothing Method 

Basically, the kernel method has similarities with other linear estimators, but the kernel method is 

specifically focused on using a more specific bandwidth method [32]. The kernel method uses a 

bandwidth, and the selection of the estimator is based on a qualitative assessment of the estimation 

results. Kernel smoothing method is an approach to the representation of a sequence of weights 

𝑊𝑛1(𝑥),𝑊𝑛2(𝑥), … ,𝑊𝑛𝑛(𝑥) that aims to describe the weight function 𝑊𝑛𝑖(𝑥) with a density function 

and scale parameters to measure the size and shape of the weights around 𝑥 [34]. The weighting function 

is called the kernel function 𝐾. 

 Nadaraya and Watson (1964) defined a kernel regression estimator, and it is known as the Nadaraya-

Watson estimator, as written in equation (3). The estimator is used to estimate the regression function 

m(xi) in the nonparametric regression model (Equation 2) [39]. 

 𝑚̂ℎ(𝑥) =
∑ 𝐾ℎ(𝑥−𝑥𝑖)𝑦𝑖
𝑛
𝑖=1

∑ 𝐾ℎ(𝑥−𝑥𝑖)
𝑛
𝑖=1

, 𝑖 = 1,2, … , 𝑛  (3) 

Descrition: 

𝑚̂ℎ(𝑥)  = estimated regression curve of y on x values  
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ℎ = bandwidth 

𝑥𝑖           = age at the i-th observation 

𝐾 = kernel function 

𝑦𝑖            = total population at the i-th observation  

𝑛            = number of observations 

2.6. Local Polynomial Smoothing Method 

The Local Polynomial Smoothing method is a data smoothing method with a nonparametric regression 

approach that uses polynomial regression locally within an area [35]. This method is referred to as a 

local smoothing method because the resulting estimate is done locally at points around a certain interval 

of values. 

 In the Local Polynomial method, there is a polynomial degree (p) which aims to reduce the bias 

between the regression curve and the empirical data. The higher the degree of polynomial used, the 

estimated regression curve formed will be closer to the empirical data pattern [30]. From previous 

researchers [35], it is recommended to use a polynomial degree that is not too high, for example p = 1 

or p = 2. If p=1 is used. 

 𝑚(𝑥𝑖) = 𝛽0 + 𝛽1(𝑥𝑖 − 𝑥0)  (4) 

Equation (4) is often referred to as the local linear model. The step to obtain the regression function 

estimate 𝑚(𝑥𝑖) is equivalent to the step to obtain the parameter estimate 𝛽𝑗, since 𝑚̂(𝑥𝑖) = 𝛽0̂ +

𝛽1̂ (𝑥𝑖 − 𝑥0). Where  𝛽𝑗̂  or 𝑚̂(𝑥𝑖) is the solution to equation 5 below. 

 ∑ (𝑦𝑖 −𝑚(𝑥𝑖))
2
𝐾ℎ(𝑥𝑖 − 𝑥0)

𝑛
𝑖=1   (5) 

Estimation is done by the weighted least square method with kernel function weights. 

2.7. Kernel Function 

A kernel function is a finite, continuous, real-valued, and symmetric function of K integrated into one. 

There are several kernel functions that are widely used as a weight, including the Gaussian, Uniform, 

Epanechnikov, and Triangular kernels [34]. The Gaussian kernel function is an easier kernel function to 

use than other kernel functions [40]. This is because this kernel function provides an overall weight on 

the distribution of data in the process with a smoother graph shape and close to normal distribution. Here 

is the formula of the Gaussian kernel function. 

 𝐾(𝑥) = (√2𝜋)
−1
exp (−

𝑥2

2
) , −∞ < 𝑥 < ∞  (6) 

2.8. Bandwidth 

In estimating the regression curve with the Kernel Smoothing or Local Polynomial Smoothing method, 

a smoothing parameter (bandwidth/ℎ) is given. The selection of ℎ is the most important thing in this 

method because it will determine the results of the regression curve estimator formed [35]. The selection 

of the optimal bandwidth is more influential than the selection of the kernel function [41]. 

 A bandwidth that is too small (ℎ → 0) will create a complex regression model because it can 

determine its own data pattern (under smooth), but the variance will be large even though the bias is 

small. Meanwhile, a bandwidth that is too large (ℎ → ∞) will create a simple model (over smooth) that 

is similar to the results of parametric regression, with a small variance but a large bias. So, the optimum 

bandwidth value will be sought which will balance between bias and variance. 

 There are several efforts that can be made to help select the optimum bandwidth so that unbiased 

estimation results can be found, including the CV method, Silverman, AIC and BIC, and the Bootstrap 

method. In general, the CV method is a method that is often used for selecting the optimum bandwidth. 

This is because this method is quite easy to use and gives results with good performance [30]. If 𝑚−𝑖̂ (𝑥𝑖) 
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is the estimated regression curve without including the i-th observation, then for a certain value of h it 

can be calculated. 

 𝐶𝑉(ℎ) =
1

𝑛
∑ (𝑦𝑖 − 𝑚̂−𝑖(𝑥𝑖))

2𝑛
𝑖=1   (7) 

The CV value based on the proposed h can determine an optimum bandwidth which is seen from the 

smallest CV value. 

2.9. Measure of Method Accuracy 

To determine which method is more accurate in smoothing age data, there are several measures that can 

be used such as Mean Absolute Error (MAE), Mean Squared Error (MSE), Root Mean Squared Error 

(RMSE), Mean Absolute Percentage Error (MAPE), R-squared, Coefficient of determination, 

Confusion Matrix, Receiver Operating Characteristic (ROC), Area Under the ROC Curve (AUC-ROC), 

and so on. RMSE is one of the commonly used measures to measure the accuracy of a method. RMSE 

is used to see the accuracy between the smoothing results of aged data and observed data. A more 

accurate method is the one with the minimum RMSE. 

 𝑅𝑀𝑆𝐸 = (
1

𝑛
∑ (𝑚(𝑥𝑖)̂ −𝑦𝑖)

2𝑛
𝑖=1 )

1

2
  (8) 

Description: 

𝑚(𝑥𝑖)̂  = estimated value of the regression curve at observation i-th 

𝑦𝑖  = the actual value of the i-th observation 

𝑛  = number of 𝑥 

3. Methodology 

3.1. Data Collection Method 

This research discusses the comparison of methods in dealing with the age heaping problem on age data. 

The data used in this study is SP2020 with the research variables being age at enumeration, age at death 

and total population. The coverage in this study is the entire territory of Indonesia. With the unit of 

analysis, namely individuals with an age range of 0-95 years. The number of observations in SP2020 

was 275,773,770 people for the total population and 8,077,526 people for the number of population 

mortality. 

3.2. Analysis Method 

This study uses a comparative analysis method of smoothing methods on single age data with a 

nonparametric approach, namely the Kernel Smoothing and Local Polynomial Smoothing methods. 

Data processing using Open-Source Software RStudio. The packages used are Kernsmooth for Kernel 

Smoothing and Locpol for Local Polynomial Smoothing. The stages in the data analysis process are as 

follows: 

1. Preparing SP2020 age data based on the total population and number of populations mortality. 

2. Measuring the quality of age data with WI and MBI. 

3. Smoothing process with Kernel Smoothing and Local Polynomial Smoothing methods. 

4. Measuring the quality of smoothed age data.  

5. Comparing the accuracy of the two methods based on the RMSE value. 

4. Results and Discussion 

4.1. SP2020 Population and Mortality Distribution 

Figures 3 and 4 show the distribution of population and mortality by single age from SP2020. The 

highest age heaping is seen at the age of years, which means that the highest population based on SP2020 
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results is not at ages with 0 or 5 as the last digit. However, the results are different in Figure 3 where 

age heaping in the number distribution of SP2020 population mortality is prominent. Age heaping in the 

population mortality data starts at ages 40, 45, 50, 55, 60, and so on. The highest age heaping in SP2020 

is at ages 0, 70, and 60. 

 

Figure 3. Population distribution based on single age from SP2020 

 

Figure 4. Population mortality distribution based on single age from SP2020 

 In the SP2020 population mortality count, deaths at the age of 0 years are very high. This shows that 

the infant mortality rate in Indonesia is still very high. In addition, most age heaping is located in the 

old age group. This is in line with previous research [7] which states that respondents with old age have 

a high potential to forget their age. 

4.2. Age Data Quality Measurement Results with WI and MBI Before Smoothing Process 

The quality of age data is underrepresented if only shown visually. Therefore, we measured the age data 

quality with WI and MBI. Table 2 shows that the age data quality of the total population is more accurate 

and better than the number of population mortality. Moreover, the tendency to mention age in the 

SP2020 population data with numbers 0 and 5 as the last digit is very minor or can be stated to be very 

accurate with a WI value of 100.97 and an MBI value of 3.47. For the SP2020 population mortality data, 

the data quality is very inaccurate and poor with a WI value of 177.20 and an MBI value of 21.37. 



 
 
 
 
 
 

509 

N A Putri et al 

 

Table 2. WI and MBI values of SP2020 age data before smoothing process 
     

 WI Value Description MBI Value Description 

Total 

Populations 

100.97 Very Accurate 3.47 Good 

Total 

Mortality 

177.20 Very Inaccurate 21.27 Bad 

4.3. Estimation of the Number of Population Mortality by Single Age in SP2020 

Before smoothing the SP2020 single-age population mortality data, the optimum bandwidth was 

selected first. Next, the estimated SP2020 population mortality curve (Figure 5) from each smoothing 

method is shown. The value of h used varies, including 2, 3, 4, and 5 (Table 3). The optimum bandwidth 

is the bandwidth with the smallest CV value. 

Table 3. CV value of SP2020 data with optimum bandwidth 
  

WI Value Data Quality 

<105 Very Accurate 

105 – 109.9 Accurate 

110 – 124.5 Moderately Accurate 

125 – 174.9 Inaccurate 

>175 Very Inaccurate 

 

Figure 5. Estimation of the SP2020 single-age population 

mortality curve using Kernel Smoothing and Local 

Polynomial Smoothing methods and varying bandwidth 

values 

 In Figure 6, the smallest CV value is at a bandwidth of h = 3. In Figure 5, the results of the SP2020 

data smoothing process, the Local Polynomial Smoothing method can cover the early age range than 

the Kernel Smoothing method. However, the Kernel Smoothing method is better at covering the late age 

range. 
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Figure 6. Optimal bandwidth for estimating the SP2020 

single-age population mortality curve 

4.4. Smoothing Result of Kernel Smoothing Method 

Figure 7 shows the distribution of SP2020 population mortality after smoothing with the Kernel 

Smoothing method. The results obtained are that the curve of the population mortality number becomes 

smoother and there is no age heaping. Furthermore, from the two figures below, it is shown that the 

distribution of the mortality numbers is centered at the old age group. 

 

Figure 7. The population mortality distribution smoothing 

result based on single age from SP2020 using the Kernel 

Smoothing method 

4.5. Smoothing Results of Local Polynomial Smoothing Method  

Meanwhile, Figure 8 also shows the distribution of SP2020 population mortality that has been smoothed 

with the Local Polynomial Smoothing method. The results obtained are quite the same, the curve of 

population mortality number becomes smoother and there is no age buildup or age heaping. The Local 

Polynomial Smoothing method produces a smoother curve than the Kernel Smoothing method. In 

addition, it can also be seen that the population mortality number is centered at the old age group.  
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Figure 8. The population mortality distribution based on 

single age from SP2020 smoothing results using the Local 

Polynomial Smoothing method. 

4.6. Results of Age Data Quality Measurement with WI and MBI After Smoothing Process 

After the smoothing process, we calculate the quality of smoothed age data with both methods. Table 4 

illustrates the results of measuring the age data quality based on WI and MBI. The results obtained are 

that the age data quality for the SP2020 population mortality counted with the Kernel Smoothing and 

Local Polynomial Smoothing methods has improved to be quite accurate and well. The results obtained 

from each data and method do not show much different numbers. Based on the results of measuring data 

quality with WI and MBI, it can be said that both methods are able to smooth age data and improve the 

quality of age data. 

Table 4. Results of age data quality measurement with WI and MBI after smoothing process 
     

Methods WI Value Description MBI Value Description 

Kernel 

Smoothing 

122.69 Moderately Accurate 2.41 Good 

Local 

Polynomial 

Smoothing 

122.70 Moderately Accurate 1.13 Good 

Furthermore, a graph depicting the difference in MBI values for the mortality numbers in the SP2020 

population (Figure 9) based on terminal digits is presented. In Figure 9, it can be observed that digits 0 

and 5 have the highest MBI values compared to the other digits. This indicates the presence of age 

heaping in the mortality data in the SP2020 population. After undergoing smoothing processes, both 

with Kernel Smoothing and Local Polynomial Smoothing methods, the distribution of MBI values 

becomes more uniform. This suggests that age heaping in the mortality data in the SP2020 population 

has been addressed. 
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Figure 9. The MBI values based on terminal digits in the population  

mortality data based on single age from the SP2020 results. 

4.7. Determining the Best Method 

Based on Figure 10, the Local Polynomial Smoothing method exhibits a lower RMSE value compared 

to the Kernel Smoothing method when applied to the data of the 2020 population mortality numbers. 

Specifically, the Local Polynomial Smoothing method achieved an RMSE of 46,812 individuals, 

whereas the Kernel Smoothing method resulted in an RMSE of 50,097 individuals. This leads to the 

conclusion that the Local Polynomial Smoothing method offers greater accuracy in age data smoothing 

compared to the Kernel Smoothing method, thus enhancing the quality of age data for both the 2010 

and 2020 population censuses. 

 

Figure 10. Comparison of Kernel Smoothing and Local 

Polynomial Smoothing methods in smoothing population 

mortality data based on single age from SP2020 

5. Conclusion 

Based on the results and discussion described in the previous chapter, the following conclusions can be 

drawn: the quality of population age data in the SP2020 results is quite accurate and good. However, the 
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data on the number of SP2020 population mortality fall into the category of very inaccurate and poor. 

The Kernel Smoothing and Local Polynomial Smoothing methods are successful in improving the 

quality of age data, namely based on the decrease in WI and MBI values after the smoothing process. 

The Local Polynomial Smoothing method produces better smoothing accuracy than the Kernel 

Smoothing method in the age data smoothing process. This can be seen from the RMSE value of the 

Local Polynomial Smoothing method which is smaller than the Kernel Smoothing method. 

 Meanwhile, this research has several suggestions, including for BPS to evaluate data collection and 

improve the quality of field officers so that the quality of age data becomes more accurate. The Local 

Polynomial Smoothing method can be considered for use as a smoothing method for age data. For the 

government to increase the availability of written information such as birth certificates and death 

certificates. For further research, it can compare the smoothing method from BPS, namely the Arriaga 

method with the Local Polynomial Smoothing method. Furthermore, if you want to measure the 

accuracy of age data, you can use other indices such as the bachi index. When using Kernel Smoothing 

or Local Polynomial Smoothing methods in the data smoothing process, other types of kernels can be 

chosen such as Uniform, Epanechnikov, and Triangular. For the selection of optimum bandwidth, other 

suggested methods include Silverman, AIC and BIC, or the Bootstrap method 
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