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Abstract. GLMMTree is a tree-based algorithm that can detect interaction and find subgroups
in the GLMM to improve fixed effect estimation. This study uses GLMMTree for the actual data
applications of poverty in Indonesia and confirms that the GLMMTree algorithm method has
better precision than GLMM. The significant predictors that affect poverty in Indonesia are the
unemployment rate and the GRDP at a constant price. GLMMTree algorithm enriches the
analysis by finding subgroups of provinces with electricity lighting access and clean drinking
water sources variables.

1. Introduction

Poverty eradication is one of the national goals of the Republic of Indonesia, as stated in the fourth
paragraph of the Preamble to the 1945 Constitution of the Republic of Indonesia. The government of
the Republic of Indonesia has shown efforts to eradicate poverty through a commitment to achieve
2030's Sustainable Development Goals (SDGs), where the first goal is to eradicate poverty.

Based on the data from Statistics Indonesia (BPS), from 2010 to 2019, the percentage of poor people
in Indonesia tended to decrease. The lowest poverty level was achieved in 2019, with the percentage of
poor people being 9.41 percent, and unfortunately, it increased in the following years until 2021, when
it became 10.14 percent. The percentages of poor people were diverse at the provincial level, with the
highest occurring in Papua province, 26.86 percent, and the lowest occurring in Bali province, 4.53
percent. Many researchers have modeled the poverty panel data in Indonesia [2][5][6] using the panel
regression model and Generalized Linear Mixed Models (GLMM).

The GLMMs are statistical models that handle the response variables with probability distribution
from the exponential family, accommodate nonlinear models, and model correlated data [8]. GLMM
can model covariates as fixed effects or random effects. A recent development of GLMM was combining
the GLMM with a tree algorithm called the GLMMTree.

Model-based trees are used to find subgroups in data that differ concerning model parameters [9].
Model-based trees are beneficial because they can handle many potential predictor variables and
automatically detect interactions between them [3]. The GLMMTree is a tree-based algorithm that
allows for the detection of treatment-subgroup interactions while accounting for the clustered structure
of a dataset. The algorithm uses model-based recursive partitioning to detect treatment-subgroup
interactions and a GLMM to estimate the random-effects parameters [3]. We found that many studies
used the GLMMTree with the health field dataset [3] [4] [13]. However, we have yet to find research
that used the GLMMTree for socioeconomic datasets in their study. This study is filling this gap by
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performing an empirical analysis of the GLMMTree to Indonesia’s socioeconomic datasets applications
of poverty in Indonesia.

The remainder of this paper is organized as follows. Section 2 presents some literature reviews of
GLMM and GLMMTree. Section 3 provides the analysis step in the empirical study using poverty data
in Indonesia. Section 4 analyzes and compares the GLMM and GLMMTree. Finally, Section 5
highlights the conclusions and states some points for future research.

2. Literature Review

2.1. Generalized Linear Mixed Models (GLMMs)
GLMMs are statistical models that handle the response variables with probability distribution from the
exponential family, accommodate nonlinear models, and model correlated data [8]. The covariates in
the GLMM can be treated as fixed and random effects. The fixed effect also called the regression
coefficient or fixed effect parameter, explains the relationship between the response variable and the
predictor variable for the entire population unit. A random effect is a random value realization
corresponding to the level of a random factor that describes the random deviation of the relationship
described by the fixed factor. Random effects describe the effect of a particular cluster or subject in a
population, so it can be used to model the random diversity of the response variable for each different
level of the data. A random effect can be a random intercept indicating a random deviation for a specific
subject or cluster of a whole fixed intercept or in the form of a random coefficient indicating deviation
random for a particular subject or cluster of an overall fixed effect.

Suppose that a random variable Y has an exponential family probability distribution as in equation
(1) with an expectation value E(Y) = u and has a variance Var(Y) = a2, so that the log of distribution
of Y as in equation (2)

0 — b(6O
£(¥10) = exp yT(p)()w(y,«p) e
¥6 — b(6)

log[f (y10)] = £(6;y,¢) = +c(, @) (2)

a(¢)
The functions a(.), b(.), and c(.) are an arbitrary known function with 6 as the canonical parameter
and ¢ as the scale parameter. The GLMM in matrix notation is as in equation (3).

g(ulb;) = X;B+Z;b; + ¢ 3)

where Wi |bl = E(Yibi), bi"‘N(O, G) and £i~N(0, Rl)
The GLMMs structure consists of four components as follows
1. The linear predictors X;8 + Z;b;
2. The distribution of response variable conditional on random effects Y;|b;
3. Thelink function n = g(u;|b;) where u;|b; = E(Y;|b;)
4. The distribution of random effects b~N(0, G)
The response variable ¥; in vector notation for the subject i is as in equation (4)

YT =My Yo - Yo (4)
The fixed effect design matrix X; with p covariate has a size of n; X p as in equation (5)

® (2) 2
X' Xy X1?
(€Y (2 ()

X; = Xz_i Xgi Xgi (5)
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The regression coefficient or fixed effect parameter B in vector notation as in equation (6)
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B"=0B1r B - Bp) (6)
The random effect design matrix Z; with g covariate has a size of n; x g as in equation (7)

® (2) (@
2y 2y o Zl‘iz
€Y)] (2) (@

Z;, = Zy Ly o Zz? 7

W @ L g0

\Znii Zn,-i an-i

The random effect parameter vector b; for subject i is assumed to have a Multivariate Normal
distribution with a mean vector of 0 and covariance matrix D as in equation (8).

BT = (b ba by ®

The elements of the main diagonal of matrix D show the variance of each random effect b;, while
the elements outside the main diagonal are the covariance between two random effects. The matrix D is
a symmetrical matrix of size g X g as in equation (9).

Var(by) — cov(byy,by) - cov(byy, by;)
D = Var(b;) = cov(b.li,bzl-) VargbZi) cov(b.zi,bqi) ©)
cov(by;, bgi) cov(byi, bgi) -+ Var(bgy)

The error vector €;, whose individual element denotes the residual for the subject i, is assumed to
have a Multivariate Normal distribution with a mean vector of 0 and a covariance matrix R; as in
equations (10) and (11). These errors for the same subject can be correlated.

el = (81 i v Emi) (10)
Var(ey;) cov(€ys, &) - Cov(fu'fn,-i)
R, = Var(e;) = cov(s.li, £51) Var.(szl-) cov(ez.i,enii) (11)
cov(ey;, snil-) cov(&y, Eni) Var(snil-)

2.2. GLMM Estimation Methods
The GLMM parameter could be estimated using the likelihood function [10]. The likelihood function
of GLMM is in equation (12).

186,01 = [ [ oo 011,86 fo(b1D)ab (12)
i=1

This function usually does not have a closed form except for the Normal distributed response variable
because of the high dimensional integration for all levels of random effects b [18]. This integration
could be approximated by using Laplace approximation. Suppose that a form of function integration is
in equation (13).

[ expt-a@y ax (13)

With q(.) is a differentiable function with a minimum value for x = x* with ¢'(x*) = 0 and
q"'(x*) > 0. The Taylor series expansion of this function is as in equation (14).

1
q() = q(x) + 54" () =x)* + -, (14)
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So, the approximated value is as in equation (15).

2
f exp{—q(x)} dx ~ q,T’;*)exp{—q(x*)} (15)

2.3. Generalized Linear Mixed Model Tree (GLMMTree)

The GLMMTree is a tree-based algorithm that can detect interactions in GLMM. The GLMM Tree
algorithm was developed based on model-based recursive partitions capable of detecting subgroups in
clustered data structures [3].

In the estimation process, the fixed effect on GLMM may be less than optimal even though the
random effect component has accommodated the structure of clustered or nested data due to interactions
with other variables outside the model. The GLMMTree's ability to detect interactions will improve
GLMM estimation by partitioning the fixed effect component locally with a random effect globally.

g(wy) =x[Bj+zlb

The GLMMTree model treats the fixed effect as a local parameter that depends on the terminal node
j. However, the random effect b is treated as a global parameter. The GLMMtree algorithm uses the
GLM tree algorithm to estimate fixed effects and treats random effects as offsets. The algorithm of the
GLM tree with the model’s form g(u) = xTBj is as follows.

1. Estimate GLM model parameters on a single subgroup (8; = B) in the node

2. Test the instability of the model parameters on each subgroup of the partition variable Z4, ..., Z;

Calculate score contribution as in equation (16)
9L((y, x)iB)

s (0, x):B) = T(k) 2 (16)

Test scores fluctuate from O for each partition variable using M-fluctuation testing [14]
B rj D
Hy"”: S0 (Y, X):B) L Z,

3. If the test is significant at a particular level, choose the variable Z; with the least p-value.
4. Select a division point in the partition variable that maximizes the likelihood.

5. lterate steps 1-4 until it cannot be rejected or other criteria Hf @k, j are met (such as the

minimum size of subgroups)
The GLMMTree algorithm is as follows.

1. Initialize the value of r and the whole value E(r) with a value of 0

2. Update the r = r + 1. Estimate GLM tree with zl-TB(T_l) as an offset

3. Estimate the mixed effect model g(u;;) = x/ B; + z b with the terminal nodes j(r) of the GLM
tree estimated in step 2. Extract the estimated value B(T) from the estimated model.

4. Repeat steps 2 and 3 until they are convergent.

2.4. Percentage of Poor Population (P0)

Statistics Indonesia uses the ability to meet basic needs or the basic needs approach in measuring
poverty. By using this approach, poverty could be seen as the inability from the economic side to meet
the basic needs of food and non-food as measured in terms of expenditure. Residents are categorized as
poor if they have an average per capita monthly expenditure below the poverty line.

The Poverty Line reflects the value of the minimum expenditure required for a person to meet the
basic needs for a month, both food and non-food. The poverty line consists of the Food and Non-Food
Poverty Line. The food poverty line is the minimum expenditure value for basic food needs, equivalent
to 2100 kilocalories per capita per day. The commodity package of basic food needs is represented by
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52 commodities, such as grains, tubers, fish, meat, eggs and milk, vegetables, nuts, fruits, oils, and fats.
The Non-Food Poverty Line is the minimum expenditure value for non-food basic needs such as
housing, clothing, education, and health. The commodity package for non-food basic needs is
represented by 51 types of commodities in urban areas and 47 types of commodities in rural areas.

The formula to calculate the poverty line is as in equation (17)

GK = GKM + GKNM (17)
GK = Poverty Line
GKM = Food Poverty Line
GKNM = Non-Food Poverty Line
The formula to calculate the percentage of poor people is as in equation (18)

q

N =0 (18)

i=1

Where:

P, = percentage of poor population

z = Poverty line

y; = Average per capita expenditure a month of population below the poverty line (i=1, 2, 3, ...., q),
yi<z

q = The large number of people who are below the poverty line.

n = number of residents.

Research on factors affecting Indonesia's poverty has been carried out. Cassandra et al. found that
the provincial minimum wage, open unemployment rate, gross regional domestic product (GRDP), and
human development index (HDI) affect the poverty rate in Indonesia [2]. Hapsari et al. found that the
open unemployment rate and provincial minimum wage positively affect the poverty rate in Indonesia.
In contrast, the average length of schooling and life expectancy negatively affect the poverty rate in
Indonesia [5].

2.5. Evaluation Measure
The evaluation measure used to assess the performance of the estimation method is the root mean
squared error (RMSE) value as in equation (19).

RMSE = (19)

Where e; is the residual of the i observations and n is the number of observations.
3. Methodology

3.1. Data

This study used longitudinal secondary data from Statistics Indonesia (BPS) and the Ministry of
Investment (BKPM). In this case, the subject is the province that counts as 33 provinces in Indonesia
that were observed annually from 2010 to 2021.

The response variable used is the percentage of the poor population as poverty variables. The
predictor variables are seven variables based on previous research [2][5][6] that have a significant effect
on poverty in Indonesia, namely the mean years of schooling, the expected years of schooling, the life
expectancy rate at birth, the unemployment rate, the gross regional domestic product (GRDP) based on
constant prices, and years that are assumed linearly as fixed effect and province variable are treated as
a random effect. In addition, eight variables are used as partition variables based on previous research
that are expected to interact with variables in the model. The partition variables are the percentage of
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households with electricity lighting sources, the percentage of households that had access to proper
sanitation, the percentage of households with the status of owning a self-owned house, the percentage
of households with a clean source of drinking water, provincial minimum wage, gini ratio, the realization
of foreign investment, the realization of domestic investment, construction cost index, and the number
of working people.

The variables sourced from BPS were 14 socioeconomic indicators and two from BKPM
administrative data, namely the realization of foreign and domestic investments. The list of variables
used in this study can be seen in Table 1.

Table 1. List of variables used in the study

Typ_es of Names of Variables Types of Units Data
Variables Data sources
Response 1. Percentage of the poor population (YY) Numerical % BPS
Fixed Effect 1. GRDP on a constant price basis 2010 (X®) Numerical Quadrillion rupiah  BPS
2. Open Unemployment  Rate (X@) Numerical % BPS
3. Life Expectancy At Birth (X(%) Numerical Year BPS
4. Mean Years of Schooling (X@) Numerical Year BPS
5. Expected Years of Schooling (X®) Numerical Year BPS
6. Years (X®) Ordinal - BPS
Random Effect 1. Province (Z) Categorical - BPS
Partition 1. Realization of Foreign Investment Numerical Million US$ BKPM
2. Realization of Domestic Investment Numerical Billion Rupiah BKPM
3. Household percentage with electricity lighting Numerical % BPS
source
4. Percentage of households having access to Numerical % BPS
proper sanitation
5. Percentage of households with the status of Numerical % BPS
owned house ownership
6. Percentage of households with clean drinking Numerical % BPS
water sources
7. Provincial minimum wage Numerical Million Rupiah BPS
8. Gini Ratio Numerical - BPS

Source: BPS and BKPM

3.2. Methods

The stages of the analysis, as shown in Fig. 1, are as follows:

1. At the beginning stage, the dataset exploration is carried out to explore the structure and to
examine the problem of the dataset.

2. Next, the specification of the model is determined based on previous studies.
The response variable is assumed to have binomial probability distribution
Yti|bi~Binomial(n, ;| b;)
Where y;; is the number of poor people of the i-th province and t-th year, n; is the total
population of the i-th province and t-th year, and b; is the random effect of the i-th province
that is assumed to be Normally distributed b;~N (0, D).

The logit link function: n,; = In (”“—'b‘)

1-74i|b;
The linear predictors component assumes the intercept and slope of the model vary in different
provinces.
The GLMM model is as in equation (20).

;| b;
In (2] = Bo+ B + B D+ B+ B 4 BoX(E 4 B+ oz + bz + e 0)
ti l
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The GLMMtree model is as in equation (21).
| by
In (1 —;t llb) = Poj + ﬁ1th(i1j) + szXt(iZj) + ﬁstt(iSj) + BMXt(?j) + BSJ'Xt(isj) + :B6J'Xt(i6j) + bOiZf(lp) + b“Zf(il) +eua(21)
ti L

With j is the node and &,; is the error assumed to be normally distributed &;,;~N (0, R;).
3. The implementation of the GLMM and the GLMMTree was carried out. The implementation is
done by bootstrapping the data with the number of iterations 50 times.
4. The performance evaluation is based on the RMSE value.
5. The interpretation of the effect of the predictor variable is carried out on the response variable
to the best estimation method.
The analysis in this study was carried out using Microsoft Excel software, R version 4.2.0, and R Studio
2022.02. 2 Build 485 using package lme4, glmertree, ggplot2, and readxl.

/ Raw Dataset /
/

/ /

| Data Exploration |

Yes
Missing
values?

v

Missing value handling

\—b Model Specification

v

Implementation of
GLMM and GLMMTree

v

Performance Evalustion

v

| Model interpretation |

Figure 1. Research Flow

4. Results and Discussion

The dataset has complete variables observation for all provinces. The number of provinces is 33
observed from 2010 to 2021 (12 years). The time series figure of the percentage of poor people by
provinces in Indonesia from 2010 to 2021 is shown in Figure 2. It showed that the variables tend to
decrease with different trends and levels in each province. This pattern gives evidence to assume varying
intercepts and slopes in the model.
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Figure 2. Percentage of poor people by province in the periods of 2010-2021 (%)

Using the GLMM and GLMMTree model specification in equations (20) and (21), the parameter
estimations were carried out using the Laplace approximation and GLMMTree algorithm. The
evaluation stage is carried out by using the RMSE value, as shown in Table 2.

Table 2. Evaluation of Estimation Methods

Estimation Methods RMSE
GLMM 1.1576 +0.0738
GLMMTree 1,0038 +0.0956

Based on the RMSE value, the GLMMTree method gives a smaller RMSE value than GLMM,
though not statistically significant. These results confirm that the GLMMTree could improve the
GLMM estimation's precision by finding the variables' subgroups or interactions.

The results of parameter estimation can be seen in Table 3 and Figure 3. Estimating parameters in
the GLMM model showed that two significant predictors with a 95 percent confidence level are the open
unemployment rate and the GRDP at constant market prices. The open unemployment rate has an
estimate of 0.0201, which indicates that an increase in the open unemployment rate by 1% will increase
the percentage of the poor population by 0.0201 percent. The GRDP at constant market prices is
estimated at -0.7168, indicating that an increase in GRDP at constant market prices by one quadrillion
rupiah will reduce poverty by 0.7168 percent.
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The significant parameters estimate coefficient of the GLMMTree is based on the GLMM estimation
method. The parameter estimate of the open unemployment rate has the lowest value at 0.012 in the
subgroup provinces, with the percentage of households with electricity lighting sources below 98.46
percent and those with clean drinking water sources below 55.06 percent. In these relatively poor
infrastructure provinces, which is reflected by low electricity infrastructure and drinking water sources,
the effect of the unemployment rate is lower than in the subgroup of provinces that have better
infrastructure because they usually live in rural areas with lower unemployment rates and living costs
and tends to work in any field.

The coefficient of the open unemployment rate variable has the highest value of 0.035 in the
subgroup provinces, with the percentage of households with electricity lighting sources of more than
98.46 percent, indicating that the open unemployment rate has a higher effect on poverty in the subgroup
provinces with relative better infrastructure conditions, like urban areas, because of limited job available
to accommodate their skills. It is a problematic situation for unemployment in this subgroup because of
the higher living cost in this subgroup province.

The effect of GRDP at constant market prices on poverty has the highest value at -0.2509 in the
subgroup provinces, with the criteria of the percentage of households with electricity lighting sources
of more than 98.46 percent, indicating that the change in GRDP at constant market prices has higher
effect of reducing the percentage of poor people in the subgroup provinces that have relatively better
infrastructure conditions. These are usually urban areas that have a higher living cost. Economic
development will improve people's income and have a higher effect on reducing poverty.

Table 3. Parameter Estimation Results

©

GLMMTree
Node 3 Node 4 Node 5
The percentage of The percentage of
: : households with electricity  households with electricity
Predictor Variables lighting sources < 98.46%,  lighting sources < 98.46%, Hfuis):r?)?g;a\?v?tﬁf GLMM
and the percentage of and the percentage of electricity lightin
households with clean households with clean SOUTCes z gg 460/9
drinking water sources < drinking water sources > AN
55.06% 55.06%
Intercept 2,3448 2,0185 -1.4340 0.6772
Mean Years of 0.0840 0.0171 -0.0873 -0.0362
Schooling
Expected Years of -0.0590 -0.0447 -0.0097 -0.0292
Schooling
Life expectancy -0.0629 -0.0534 0.0002 -0.0292
Unemployment Rate 0.0116 0.0247 0.0348 0.0201*
GRDP at constant -0.0986 10.0567 10.2509 10,7168
market prices
Year -0.0069 -0.0113 0.0081 0.0042

Description: *Significant at 95% confidence level
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[1]

Electricity
p <0.001

<98.46 >98.46

2]
Clean Water
p=0.045

<5506 >55.06

Node 3 (n=67) Node 4 (n = 233) Node 5 (n = 96)
Fixed effects: Fixed effects: Fixed effects:
(Intercept) 2.345 (Intercept) 2.018 (Intercept) -1.434
MYS 0.084 MYS 0.017 MYS -0.087
EYS -0.059 EYS -0.045 EYS 0010

e0 -0.063 e0 -0.053 e0  0.000
Unemploy. 0.012 Unemploy. 0.025 Unemploy. 0.035
GRDP -0.099 GRDP _-0.057 GRDP _0.251
Years -0.007 Years -0.011 Years 0.008

Figure 3. Parameter Estimation of the GLMMTree

5. Conclusion and Future Works

This study successfully applies the GLMMTree algorithm to the socioeconomic data in Indonesia. It
confirms that the GLMMTree improves the GLMM estimation's precision by finding the variables'
subgroups or interactions. The two significant predictor variables are the open unemployment rate and
the GRDP at constant market prices. The GLMMTree can find the subgroup of provinces that interact
with predictor variables, enriching the analysis.

As a suggestion for further development, the estimation method with the GLMMTree needs to be
developed to give information on statistically significant predictor variables. This method can be
improved using machine learning methods like Random Forest or Boosting algorithm.
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