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Abstract. One of the economic development the focus of the Indonesian government's efforts is 

for reducing poverty. In Indonesia, collecting poverty data uses the conventional method, the 

name is National Socio-Economic Survey (SUSENAS) which takes a large cost, time, and effort. 

To overcome these limitations, there is a need for additional data to provide more detailed 

poverty data. Recent studies show that the use of geospatial big data could identify poverty at a 

granular level, with a lower cost and faster update because of their unique and unbiased capacity 

to identify physical and socioeconomic phenomena. The integrated multi-source satellite 

imagery data such as the normalized difference vegetation index (NDVI) for detecting rural areas 

based on vegetation, built-up index (BUI) for identifying urban areas through building 

distribution, normalized difference water index (NDWI) for land cover detection, day time land 

surface temperature (LST) for identifying urban regions based on surface temperature, and 

pollutants such as carbon monoxide (CO), nitrogen dioxide (NO2), and sulfur dioxide (SO2) to 

evaluate economic activities based on pollution. Additionally, point of interest (POI) density and 

minimum POI distance are used to measure area accessibility. Therefore, the contribution of this 

research is to implement the utilization of geospatial big data to estimate the numbers of poverties 

at a granular level to the 666 sub-districts in East Java Province using machine learning and deep 

learning regression models. The evaluation results to estimate sub-district level poverty shows 

that the best model development using Support Vector Regression (SVR) in machine learning 

was the best root mean squared error (RMSE), mean absolute error (MAE), and mean absolute 

percentage error (MAPE) values of 0.365, 0.293, and 0.032 with R-squared of 0.59 and MLP in 

deep learning algorithm with 0.444, 0.345, and 0.039 values of RMSE, MAE, and MAPE with 

R2 0.52. In addition, the results of visual identification revealed that high estimates of lower 

poverty are typically found in urban areas with high accessibility, and these areas are not spatially 

deprived areas with limited accessibility. 

1. Introduction 

In September 2015, 193 countries approved the United Nations Sustainable Development Goals (SDGs), 

which were first published with 17 objectives and 169 targets for "Transforming our World" [1], and 

poverty is one of the issues that this comprehensive framework is aiming to solve on a worldwide 

socioeconomic level. In Indonesia, the official poverty data is gathered by the conventional way of the 

National Socio-Economic Survey (SUSENAS) which involves performing on-the-ground household 

surveys every six months which has drawbacks in terms of scope, expense, labor, and time commitment 
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[2]. Indonesia's official poverty statistics are only permitted to be made public once a year at the district 

level, despite the need for more comprehensive data for poverty monitoring, and the ineffective delivery 

of social assistance is thought to be significantly impacted by this data shortage [3].  

The most recent advances in Earth observation techniques and satellite image analytics have created 

numerous opportunities for precise and effective monitoring of Earth's surface geospatial features 

[28,29,32]. There is now a need for alternative poverty estimation data to supplement the official poverty 

statistics in order to hasten Indonesia's SDGs poverty target attainment. These alternative data should 

offer better coverage granularity, cheaper costs, and faster updates. Contrarily, geospatial big data and 

remote sensing satellite imagery, including point of interest (POI), show to be valuable resources 

because of their unique and unbiased capacity to identify physical and socioeconomic phenomena across 

various scales with effectiveness, cost savings, regular updates, and precise representation of the 

coverage are [4][5]. The advent of using satellite imagery from remote sensing data for poverty 

monitoring allows for the quick update of the current situation at a low cost or for free, but the quality 

of the data is dependent on cloud cover. Then, the other geospatial big data, such as Points of Interest 

(POI) from the OpenStreetMap (OSM) platform, which includes a sizable number of notable sites, can 

show the accessibility and economic density of a region [6][7]. 

The recent studies have shown that geospatial big data such as nighttime light (NTL) can show the 

population density [8], gross domestic product (GDP) [9][10], and electric power consumption [6] which 

could identify the socioeconomic conditions and poverty [30,31]. Besides that, using the normalized 

difference vegetation index (NDVI) was significantly high positive correlated with poverty [11], and 

land surface temperature (LST) could show the high and low income with urban thermal which could 

identify the regional poverty [12]. The normalized difference built-up index (NDBI) could have the 

potential to identify the urban areas [33-35], with the normalized difference water index (NDWI) which 

provide the accurate urban land to show the poverty area [13][14]. Therefore, the difference of 

geographical characteristic could show the regional poverty. Moreover, the air pollution such as the 

carbon monoxide (CO) and the nitrogen dioxide (NO2) is related with the regional economic growth and 

GDP [15][16], and the sulfur dioxide (SO2) could be used to identify the economic growth and energy 

consumption [17]. The other geospatial big data such as POI density and POI cost distance could show 

the regional economic development to identify the poverty also [6]. In addition, several studies have 

tried to implement of using the satellite imagery and POI for estimating poverty mapping with machine 

learning and deep learning. In Thailand, the using of the integration of geospatial big data such as 

nighttime light (NTL), some POI data, land cover with vegetation and urban index, and also the land 

surface temperature (LST) was achieving R2 value greater than 0.8 with Random Forest algorithm [18]. 

In the Southwest China to predict the contiguous extremely poor area, the best algorithm with the 

Extreme Gradient Boosting (XGBoost) model had the highest R2 of 0.61 using multisource spatial data 

such as NTL, POI, land cover, and the digital elevation model (DEM) [19]. The using of deep learning 

by transfer learning have shown the strong predictive of both average household consumption 

expenditure in 37% to 55% of variation and asset wealth in 55% to 75% either in African countries [20]. 

In Indonesia, the utilizing of geospatial big data such as population density data with economic 

spatial distribution from NTL, the geographical characteristic with land cover (NDVI, NDWI, and 

NDBI), the quality of environment by the air pollution (NO, CO2, and SO2), and geo-accessibility with 

POI for poverty mapping is still limited in granular level. The accessibility of this data can attest to the 

official poverty statistics' inadequacies. In this study, machine learning and deep learning techniques are 

used to estimate poverty up to the sub-district level utilizing geographic big data, such as satellite images 

from multi-source remote sensing and POI using OSM platform. This studied is focused in East Java 

which was the province who have the highest poverty rate in 4.23 million of poor individuals in 

Indonesia in 2022 [21]. However, this research is proposed the map of poverty that can be updated more 

quickly and affordably, supplementing the official poverty data now in use. In the end, the goal is to 

make policy decisions that are more effective and efficient and align with the first Sustainable 

Development Goal with zero poverty. 
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2. Method 

2.1. Study Area 

The East Java is the province in Indonesia which has 38 regencies/municipalities with 666 sub-districts 

and has been selected in this research due to the highest number of poverty in Indonesia in 2022 in 4.23 

million individuals [21]. Based on BPS-Statistics Indonesia in 2022, the number of urban poverties in 

East Java in September 2022 increased by 24.18 thousand people (from 1.721 million in March 2022 to 

1.752 million in September 2022). Meanwhile, in the same period, the number of rural poverties 

increased by 24.2 thousand people (from 2.459 million in March 2022 to 2.484 million in September 

2022) [22].  

Poverty is concentrated in the northeastern region of East Java, most notably on the island of Madura 

especially in Sampang Regency with 217,970 people and Sumenep Regency with the poverty 206,200 

people in 2022 [23]. Besides that, the poverty in rural area such as Kota Surabaya (the second-largest 

metropolitan in Indonesia) has 138,210 people and Kota Malang has 38,560 people [23]. Thus, the 

researcher took the locus of study to East Java Province. 

2.2. Data Used 

In this research, point-of-interest (POI and multi-source satellite images were used to construct a 

model for estimating poverty.  Detailed information about datasets, can be found in Table 1.  

Table 1. Data summary 

Data Source Variable Band Unit Spatial Resolution 

Visible Infrared 

Imaging Radiometer 

Suite (VIIRS) 

Nighttime Light Intensity 

(NTL) 
avg_radian 

nanoWatts/ 

cm2/sr 
750 m 

Sentinel Multispectral 

Level 2A 

Normalized Difference 

Vegetation Index (NDVI) 

B4 (Red) dan 

B8 (NIR) 

index 10 m 
Normalized Difference Water 

Index (NDWI) 

B3 (Green) dan 

B8 (NIR) 

Normalized Difference Built-

Up Index (NDBI) 

B8 (NIR) dan 

B11 (SWIR 1) 

Moderate-resolution 

Imaging 

Spectroradiometer 

(MODIS) 

Day Time Land Surface 

Temperature (LST) 
LST Day 1 km Kelvin 1000 m 

Sentinel-5P 

Carbon Monoxide (CO) 

CO Column 

Number 

Density 

mol/m2 1113.2 m Nitrogen Dioxide (NO2) 

NO2 Column 

Number 

Density 

Sulfur Dioxide (SO2) 

SO2 Column 

Number 

Density 

OpenStreetMap POI Density - point dynamic 
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Data Source Variable Band Unit Spatial Resolution 

(OSM) POI Distance - meter dynamic 

BPS-Statistics 

Indonesia 

Total Population in sub-

district 
- population - 

BPS-Statistics 

Indonesia 

The numbers of poverties in 

regency/municipality 
- population - 

This study uses data sourced from remote sensing, namely multi-source satellite imagery and other 

geospatial big data, namely Point of Interest (POI) data originating from OpenStreetMap (OSM). The 

multi-source satellite images used in this study are Nighttime Light (NTL) intensity from NOAA-VIIRS, 

Normalized Difference Vegetation Index (NDVI), Normalized Difference Water Index (NDWI), and 

Normalized Difference Built-Up Index (NDBI) from Sentinel Multispectral Level 2A. NDVI is a 

vegetation index that is analyzed through reflection brightness and absorption of Near-Infrared (NIR) 

and red band and positively correlated with poverty [11]. Then, NDBI could have the potential to 

identify the urban areas [13], and NDWI which provide the accurate urban land and water area [14], that 

both can identify the poverty areas. These are the compositing index that used in this study, they are 

NDVI, NDBI, and NDWI is s calculated based on the following formula: 

𝑁𝐷𝑉𝐼 =
𝑁𝐼𝑅𝑏𝑎𝑛𝑑 8 − 𝑅𝐸𝐷𝑏𝑎𝑛𝑑 4
𝑁𝐼𝑅𝑏𝑎𝑛𝑑 8 + 𝑅𝐸𝐷𝑏𝑎𝑛𝑑 4

                (1) 

𝑁𝐷𝑊𝐼 =
𝐺𝑟𝑒𝑒𝑛𝑏𝑎𝑛𝑑 3 −𝑁𝐼𝑅𝑏𝑎𝑛𝑑 8
𝐺𝑟𝑒𝑒𝑛𝑏𝑎𝑛𝑑 3 +𝑁𝐼𝑅𝑏𝑎𝑛𝑑 8

                (2) 

𝑁𝐷𝐵𝐼 =
𝑆𝑊𝐼𝑅𝑏𝑎𝑛𝑑 1 −𝑁𝐼𝑅𝑏𝑎𝑛𝑑 8
𝑆𝑊𝐼𝑅𝑏𝑎𝑛𝑑 1 +𝑁𝐼𝑅𝑏𝑎𝑛𝑑 8

                (3) 

Besides that, this study used the other variables such as Daytime Land Surface Temperature (LST) 

from MODIS, Nitrogen Dioxide (NO2), Carbon Monoxide (CO), and Sulfur Dioxide (SO2) from 

Sentinel-5P. Remote sensing satellite imagery data is collected and processed through a cloud-based 

platform designed to store and process Earth's geographic data, namely Google Earth Engine (GEE). 

Meanwhile, POI data is another geospatial big data set used in this study and collected through OSM. 

POI data describes the accessibility of an area; in this study, there were 17,542 points, which are places 

of public access in East Java Province, and they were filtered through several categories such as 

education, health, economy, tourist attractions, and so on. The official statistics data used in this study 

are population data for each regency/municipality, and sub-district in East Java Province in 2022, which 

is from the BPS-Statistics Indonesia. The data visualization in this study has shown in Figures 1. 
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Figures 1.  Visualization of NTL (nanoWatts/cm2/sr), NDVI (index), NDWI (index), NDBI (index), 

Daytime LST dan Nighttime LST (Kelvin), NO2 (mol/m2), CO (mol/m2), SO2 (mol/m2), POI density 

(points), POI distance (meter), dan Population Density (people) in East Java, Indonesia 2022. 

2.3. Research Framework  

This research focuses on the utilization of multi-source satellite imagery big data and POI data 

originating from OpenStreetMap (OSM) to build estimates of poverty mapping at the sub-district levels 

using machine learning and deep learning algorithm. The research solves the problem that underlies the 

reason for conducting the research, namely the weakness of collecting data by conventional survey 

method to calculate poverty, which then proposes solutions to achieve the goals until the evaluation of 

target achievement. Figure 2 shows the proposed research framework. 

 



 

192 

R Ramadhan et al 

 

Figures 2. The research framework 

In this study, the feature extraction is carried out by applying statistics based on a zone of 1 km x 1 

km and transformed using the Yeo-Johnson method. This transformation is used because the variables 

used have different units and different values, positive and negative and this transformation method is 

effective for this problem and transformed it to more normal distribution [24]. The extraction data that 

had been transformed are also used to build models using machine learning and deep learning to estimate 

the poverty down to the sub-district in East Java. The machine learning methods used are Decision Tree 

Regression (DTR), Random Forest Regresion (RFR), and Support Vector Regressions (SVR) that have 

their respective modelling. Then the deep learning algorithms used are 1-Dimension Convolutional 

Neural Network (CNN-1D) and Multi Layer Perceptron (MLP) which have their respectively modelling 

as well. The results obtained are then evaluated descriptively and numerically through the calculation 

of the correlation coefficient, Root Mean Square Error (RMSE), Mean Absolute Error (MAE), Mean 

Absolute Percentage Error (MAPE). The measurement is used because the modeling used is regression-

based and requires numerical evaluation measurements [25]. The formula is calculated in (6), (7), and 

(8) forms. To facilitate interpretation and stakeholders’ participation in decision-making, a visualization 

mapping the results of the poverty estimation to the sub-district levels in East Java was carried out. 

2.4. Broad Area Ratio Estimation (BARE) for Poverty Preprocessing 

More granular poverty information, namely at the sub-district level, is needed for the purpose of 

estimating poverty because the poverty data published by BPS is only limited to the 

regency/municipality level. Therefore, one of the basic methods of small area estimation (SAE), namely 

the Broad Area Ratio Estimation (BARE), is used so that a more representative target variable value is 

obtained for the sub-district level. Supporting data used to apply this method are the total population of 

regency/municipality and sub-districts from the BPS for each district or city, as well as poverty data for 

each regency/municipality in East Java. The BARE method uses direct estimates of the variables of 

interest for a given area, for which data can be obtained from small-area population surveys or 

population censuses and other demographic estimation data [26]. The small area of interest is the sub-

district, and the available data at the regency/municipality (broad area) level are direct estimates from 

surveys and population data for the small area. The amount of poor people in a sub-district can be 

calculated by applying the regency/municipality poverty incidence to the sub-district level population 

[26]. The major assumption is that small areas have the same characteristics as large areas so that 

unbiased estimates can be made. Additionally, making reliable small area estimates requires calculation 
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of the direct estimate for the large area from a survey with a sufficiently large sample size. Additionally, 

BAREs can serve as references to confirm the results of small area estimates from more complex 

methods [26].They are applied based on the following formula (4). 

𝑌̂𝑖 = 𝑌̅𝑝  ×  𝑁𝑖         (4) 

BARE is a basic small area estimation (SAE) technique that assumes the  𝑌̅𝑝 is a direct estimator that 

is calculated through 
𝑌̂𝑝

𝑁𝑝
, namely the ratio of the poor population of a regency/municipality p to its 

population and 𝑁𝑖 is the population of a sub-district in regency/municipality 𝑝. The main assumption is 

that the small area has the same characteristics as the large area above it which will produce an unbiased 

estimation. In addition, producing reliable small area estimation requires direct estimator calculations 

with a large enough sample size so that the BARE method can be used as a reference in confirming 

small area estimation results from more complicated methods. 

2.5. Data Transformation 

The Yeo-Johnson power transformation, a variation of the Box-Cox transformation, is used in this study 

to handle data values that can be both positive and negative [27]. This transformation method is effective 

for addressing variables with dissimilar units across all ranges by reshaping them to conform to a 

Gaussian distribution or a more normal distribution [24]. The specific data transformation approach used 

in this study is as follows: 

𝑦𝜆(𝑥)

{
  
 

  
 
(1 + 𝑥)𝜆 − 1

𝜆
, 𝜆 ≠ 0 𝑑𝑎𝑛 𝑥 ≥ 0  

𝑙𝑜𝑔(1 + 𝑥), 𝜆 = 0 𝑑𝑎𝑛 𝑥 ≥ 0 

−
(1 − 𝑥)2−𝜆

2 − 𝜆
, 𝜆 ≠ 2 𝑑𝑎𝑛 𝑥 < 0 

−𝑙𝑜𝑔(1 − 𝑥), 𝜆 = 2 𝑑𝑎𝑛 𝑥 < 0 

       (5) 

For each individual variable or input data value, denoted as x, the Yeo-Johnson transformation is 

applied using a parameter λ, which is estimated through the Maximum Likelihood technique, if the 

variables adhere to a normal distribution. When the family of transformations employs a parameter value 

of λ=1, a linear relationship is achieved. The transformation then adjusts the distribution by either 

thickening or condensing the right tail when λ<1, thereby making the distribution right-skewed and 

closer to symmetry. Conversely, when λ>1, it makes the left tail more symmetrical, particularly in cases 

of left-skewed distributions. 

2.6 Model Development and Evaluation 

The results of feature extraction that has been carried out at each level of the 1 km x 1 km grid are ten 

variables of satellite imagery data and other geospatial data, namely POI, which are transformed using 

the Yeo-Johnson method. Then, aggregation is carried out to the sub-district level, and then modelling 

is carried out with an additional variable, namely the population at the sub-district level. The results of 

this aggregation will be the independent variable in each model used in predicting poverty at the sub-

district level as the dependent variable. 

The development of the estimation model used is based on machine learning and deep learning. In the 

machine learning approach, the algorithms used are Decision Tree Regression (DTR), Random Forest 

Regression (RFR), and Support Vector Regression (SVR).  

The selection of the best parameters and hyperparameters for each model is carried out by conducting 

a grid search with 10-fold cross-validation. Then, in the deep learning approach, algorithms are used, 

namely Multi-Layer Perceptron (MLP) and Convolutional Neural Networks (CNN-1D). Parameter 

selection was carried out in a random experiment with a 10-fold cross-validation evaluation so that two 

models of poverty estimation results were obtained. In this study, a performance comparison was made 

between machine learning and deep learning algorithms in predicting the dependent variable, and 
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numerical evaluation measures were carried out, namely RMSE, MAE, and MAPE, which had the 

smallest average at the sub-district level with 10-fold cross-validation test data. RMSE, MAE, and 

MAPE values are calculated using the following formula: 

𝑅𝑀𝑆𝐸 =  √
1

𝑛
∑(𝑦̂𝑖 − 𝑦𝑖)

2

𝑛

𝑖=1

 (6) 

𝑀𝐴𝐸 =
1

𝑛
∑|𝑦̂𝑖 − 𝑦𝑖|

𝑛

𝑖=1

 (7) 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑|

𝑦̂𝑖 −  𝑦𝑖
 𝑦𝑖

|  𝑥 100%

𝑛

𝑖=1

  (8) 

Where  𝑦𝑖 denotes the true value (in this research is the numbers of poverty using BARE), 𝑦̂𝑖 denotes 

the predicted value using machine learning and deep learning algorithm, and 𝑛 denotes the number of 

observations. Numerical evaluations were performed at the sub-district level using SAE poverty data 

using official poverty statistics because the limited of official data in sub-district level. 

3. Result 

The performance of the models is evaluated using a 10-fold cross-validation approach. This means that 

the dataset is divided into 10 subsets, and each model is trained and tested on different combinations of 

these subsets. The evaluation results of the 10-fold cross-validation on the test data for each fold are 

presented in Table 2. To determine which poverty mapping result is better, the numerical evaluation 

should preferably be done at the sub-district level. However, due to the limitations of poverty data that 

is only available at the district level and the results of the SAE (small area estimation) estimation carried 

out only up to the sub-district level, numerical evaluations will only be carried out at the sub-district. 

Table 2 shows the evaluation results of 10-fold cross validation model development with machine 

learning (DTR, RFR, and SVR) and deep learning (MLP and CNN-1D) at the sub-district levels. Table 

3 shows that the aggregated poverty map estimated evaluation in sub-district level from 10-fold cross 

validation, it shows the MLP model (based on multi-source satellite imagery and POI) has the lowest 

RMSE, MAE, and MAPE for deep learning algorithm and SVR is for machine learning. This shows that 

this poverty estimation is closer to poverty at the sub-district level. As a result, the MLP and SVR 

poverty map based on multi-source satellite imagery and POI was chosen as the best poverty map in this 

study.  

Table 2. Evaluation results of 10-fold cross validation model development 

Fold Algorithm RMSE MAE  MAPE 

1 DTR 1.1335 0.8771 8.9029% 

RFR 1.1099 0.8769 8.9554% 

SVR 1.1519 0.9033 9.2404% 

MLP 1.1702 0.9017 9.1981% 

CNN-1D 1.1436 0.9447 9.9651% 

2 DTR 0.5705 0.4292 5.1423% 

RFR 0.3593 0.2491 2.4908% 

SVR 0.3279 0.2124 2.4285% 

MLP 0.2952 0.1896 2.1812% 

CNN-1D 0.4439 0.3393 4.0083% 

3 DTR 0.3521 0.2851 3.2616% 

RFR 0.2911 0.2369 2.7608% 

SVR 0.2115 0.1664 1.9269% 

MLP 0.2870 0.2285 2.6317% 

CNN-1D 0.6977 0.5393 6.1478% 

4 DTR 0.3883 0.3002 3.6389% 
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Fold Algorithm RMSE MAE  MAPE 

RFR 0.3708 0.2642 3.2342% 

SVR 0.1971 0.1292 1.5631% 

MLP 0.3536 0.2638 3.1981% 

CNN-1D 0.4172 0.3129 3.7516% 

5 DTR 0.3645 0.3162 3.7951% 

RFR 0.3649 0.3117 3.7885% 

SVR 0.2484 0.2177 2.6315% 

MLP 0.1744 0.1457 1.7231% 

CNN-1D 0.4189 0.3270 3.9771% 

6 DTR 0.2932 0.2282 2.6524% 

RFR 0.2675 0.2019 2.3441% 

SVR 0.1571 0.1257 1.4598% 

MLP 0.2062 0.1638 1.8923% 

CNN-1D 0.2641 0.1964 2.3025% 

7 DTR 0.2856 0.2363 2.7303% 

RFR 0.2501 0.1964 2.2635% 

SVR 0.2105 0.1643 1.8653% 

MLP 0.2783 0.2343 2.6653% 

CNN-1D 0.3021 0.2292 2.5886% 

8 DTR 0.6114 0.5068 5.7569% 

RFR 0.4786 0.4275 4.8533% 

SVR 0.5278 0.4999 5.6361% 

MLP 0.3961 0.3177 3.6408% 

CNN-1D 0.4379 0.3389 3.8817% 

9 DTR 0.5391 0.4309 5.1478% 

RFR 0.3584 0.3025 3.5677% 

SVR 0.3122 0.2557 2.9573% 

MLP 0.5789 0.4544 5.2173% 

CNN-1D 0.5823 0.4679 5.3658% 

10 DTR 0.4966 0.4015 4.7794% 

RFR 0.6062 0.4767 5.6661% 

SVR 0.3061 0.2528 2.9998% 

MLP 0.7047 0.5547 6.6203% 

CNN-1D 0.6828 0.5047 6.0216% 

Table 3. The aggregated evaluation results of 10-fold cross validation model development 

Model 
The Average Test of 10-fold Cross Validation  

RMSE MAE MAPE 

DTR 0.50348 0.40115 4.5808% 

RFR 0.44568 0.35438 3.9924% 

SVR 0.36505 0.29274 3.2709% 

MLP 0.44446 0.34542 3.8968% 

CNN-1D 0.53905 0.42003 4.8010% 

Based on table 3, it can be seen that the machine learning algorithm which has the best average 

RMSE, MAE, and MAPE is SVR in estimating poverty (natural logarithm transformation) at the sub-

district level with a RMSE value of 0.36505, MAE of 0.29274, and MAPE worth 3.2709%. Then, in the 

deep learning algorithm, the best algorithm is MLP with a RMSE value of 0.44446, MAE of 0.34542, 

and MAPE of 3.8968%. The poverty estimation results of each deep learning model and machine 

learning are mapped to make it easier to visualize and interpret as shown in figure 3. 
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Figures 3. Poverty Estimation Mapping with Machine Learning and Deep Learning Modeling 

The figure 3 hows the resulting the number of poverties poverty map visual identification of 

modelling estimation. The figure 3 shows that sparsely populated areas surrounded by agricultural areas, 

or rural areas, have higher estimated poverty values, such as in one of the regions in Sampang, Tuban, 

Jember, and Magetan. Conversely, densely populated areas with better access, or urban areas, have 

lower poverty estimates, such as one of the region in Surabaya and Kota Malang. This is aligned with 

Statistics Indonesia’s report, which claims that poverty in rural regions is higher than in urban areas 
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(Statistics Indonesia (BPS), 2020). Figure 4 shows a scatter plot comparing the predicted value with the 

actual value of poverty at the district and sub-district level. It is shown that the result of the constructed 

poverty mapping is strongly correlated (Sugiyono, 2010) with poverty at the sub-district with correlation 

value is 0.768 Pearson correlation coefficient for SVR poverty estimation and 0.7237 Pearson 

correlation coefficient for MLP poverty estimation. The adjusted R2 value represents that the 

independent variables in the model can explain 59% of the variance in poverty at the sub-district level 

with SVR poverty estimation and 52.38% of the of the variance in poverty at the sub-district level with 

MLP poverty estimation 

 

 

Figures 4. The Scatter Plot of SVR and MLP Estimation with SAE 

4. Conclusion 

This research proposes a novel method intended to produce a grid-level poverty map with a geographical 

resolution of sub-districts. To fulfil the first Sustainable Development Goal (SDG), which is to eradicate 

poverty, the major goal is to improve poverty monitoring. The advantage of this method for updating 

the poverty map is that it saves money and time. Support Vector Regression (SVR) model was found to 

be the best machine learning model for the first scenario through the assessment of model development, 

while Multilayer Perceptron (MLP) model was chosen as the best deep learning model for the second 

scenario. The first scenario's poverty map, which was produced using the SVR model and official 
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poverty data, had the highest accuracy, with an RMSE value of 0.36505, a MAE value of 0.29274, and 

a MAPE value of 3.2709%. The Pearson correlation and adjusted R2 were both 0.768 at the sub-district 

level. The northern and northeastern parts of the province of East Java, as well as Madura Island, all 

showed high levels of poverty. According to the visual study, locations with high poverty estimates were 

also generally sparsely populated and bordered by uninhabited terrain, which frequently represented 

agricultural areas. On the other hand, areas with low estimates of poverty tended to be populous and 

accessible. These results support a study from Statistics Indonesia that claims rural regions have greater 

rates of poverty than metropolitan areas. 

Without the conventional data, big geospatial data can be used as a proxy or alternative data because 

of its advantage that can estimate on more granular areas for the provision of data poverty so as not as 

a substitute for existing data. Then, the use of data and methods in this study can be an early indicator 

to look at areas with good or bad economic sides so that it can give an indication of such poverty. The 

data used can not provide data namely by address in detail but can provide supporting data related to 

social protection data by identifying areas with high poverty estimates or deprived areas. Later, this 

modeling can also be used as a monitoring for poverty estimates by using the best existing data modeling 

using the same new data source or by training the data again and adding or combining it with some other 

official statistics data. 
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