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Abstract. This study examines sentiment analysis related to COVID-19 in Indonesia (March-

May 2020) using InSet Lexicon as training data in supervised machine learning models. The 

dataset comprises 7,967 tweets, divided into 90% training data and 10% testing data. The results 

reveal that Support Vector Machine (SVM) and Random Forest (RF) are the most effective 

methods, achieving accuracy above 80%, with SVM reaching 87% and RF at 86%. InSet Lexicon 

itself attains an accuracy of 75%, a macro average of 69%, and a weighted average of 74%, 

making it an effective alternative for large-scale data labeling. Research recommendations 

support further development of InSet Lexicon for sentiment classification and expansion of the 

lexicon for foreign languages to enhance sentiment analysis accuracy in a global context. This 

study provides valuable insights into understanding public sentiment regarding crucial issues 

such as COVID-19 in Indonesia. 

1. Introduction 

The COVID-19 pandemic, which emerged in early 2020, was declared a global pandemic by the World 

Health Organization (WHO) [1]. As a global pandemic, COVID-19 has become not only a public health 

issue ([2], [3], [4]) but has also disrupted various aspects of social life [5], the economy [6], and politics 

([7], [8]). Indonesia, as one of the countries significantly affected by this pandemic ([9], [10], [11]), 

faces significant challenges in managing the spread of the virus [12], mitigating its impact [13], and 

responding to public concerns and perceptions [14] related to the issue. 

To break the chain of COVID-19 transmission, the Indonesian government has implemented various 

policies, such as restrictions on educational activities [15], limitations on work activities [16], and 

prohibitions on gatherings [17]. Due to restrictions on direct contact, many people have turned to social 

media for socializing [18]. Compared to 2019, the number of social media users increased by 25 million 

in 2020 [18]. 

Twitter, as one of the social media platforms, has a substantial user base in Indonesia [19]. Twitter 

has become a platform for Indonesian citizens to share information, communicate, and express their 

sentiments regarding the COVID-19 issue [20]. The increased activity on social media during the 

pandemic [18] reflects the vital role of this platform in creating a virtual public space that enables 
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widespread interactions among individuals, information exchange, as well as the expression of emotions 

and viewpoints on critical issues [19]. 

The heightened social media activity during the pandemic [18] not only reflects the public's eagerness 

to engage in open discussions but also serves as a valuable source of data for understanding public 

sentiment [21]. Studying how the public responds to the COVID-19 pandemic on social media can 

provide deep insights into the attitudes, concerns, and perceptions that evolve within society.  

One way to comprehend public sentiment is through sentiment analysis. Sentiment analysis involves 

Natural Language Processing (NLP), text analysis, and computational capabilities to extract insights 

from a collection of texts ([22]-[25]). Various sectors and disciplines have adopted it for various 

purposes. Sentiment analysis has been widely utilized to understand public opinions ([26], [27], [28]), 

early warning or crisis detection ([29], [30]), information filtering [31], customer satisfaction 

measurement ([32]-[35]), and marketing advertisement evaluation ([36], [37], [38]). One crucial aspect 

of sentiment analysis is sentiment classification ([39], [40], [41]), which allows us to categorize texts 

into sentiment categories such as positive, negative, or neutral [42]. These classification methods can be 

used to categorize public views on a specific topic or issue. Two common methods used in sentiment 

classification are lexicon-based ([43]-[47]), where texts are analyzed based on dictionaries of words 

with specific sentiments, and manual labeling ([48], [49], [50]), where humans perform direct 

classification. 

A Lexicon is a dictionary of words classified based on specific sentiments, such as positive, negative, 

or neutral ([51], [52], [53]). When used in sentiment analysis, this dictionary is employed to identify 

words in the text and associate them with the corresponding sentiment values. However, there are several 

limitations to be noted with lexicons. The first limitation is the lexicon's inability to deal with words or 

phrases that are not in its dictionary ([54], [55]). This results in many text contents that may not be 

classified correctly or may be ignored. Another limitation is the lexicon's inability to handle complex 

contexts and word meanings that vary depending on the context ([56], [57]). Therefore, lexicons often 

lack the precision required for in-depth sentiment analysis. 

In addition to lexicons, manual labeling methods are also used to classify sentiment in text. In this 

method, humans manually classify text as positive, negative, or neutral. However, this approach has 

several drawbacks, including being time-consuming, resource-intensive, susceptible to individual 

biases, and challenging to use on a large scale. 

In the context of sentiment analysis, a promising approach is machine learning. Machine learning is 

a branch of artificial intelligence that allows computers to "learn" from data and develop the ability to 

make predictions or decisions without being explicitly programmed ([58], [59]). The main advantage of 

machine learning is its ability to handle complexity and uncertainty in text data, process large volumes 

of data efficiently, and automatically update its model to improve accuracy ([60], [61]). 

In sentiment analysis, machine learning holds great potential [62]. Using this technique, 

computational models can learn from existing labeled data to automatically classify text on a large scale 

and with higher accuracy. Therefore, this research considers the application of machine learning to 

classify sentiment in texts related to the COVID-19 issue on Twitter. We intend to use the results of 

sentiment prediction based on lexicon as training data to train our machine learning model to produce 

the best model in our study case. 

Several studies have carried out sentiment classification using machine learning. [64] tried to classify 

sentiment about documents with some machine learning and found that naive bayes had the best 

performance. Then, [65] applied some machine learning to text filtering and found that the Rocchio 

method worked well on the data used. Then, [66] carried out an analysis of Genetic Algorithm with 

several machine learning and found that K-Nearest Neighbor had the best accuracy in tumor 

classification. Another study, [67], tried to compare several machine learning methods for predicting 

compressive strength of concrete and found that the Support Vector Machine was better and more stable. 

Then, [68] detected the anomaly with some machine learning and found that Random Forest was 
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superior. Therefore, we are interested in applying these methods to the data we have so that the best 

method is obtained. 

Thus, this study aims to: (1) analyze the sentiment of Twitter users in Indonesia related to the 

COVID-19 pandemic from March to May 2020 using Naive Bayes, Rocchio Classification, K-Nearest 

Neighbor, Support Vector Machine (SVM), and Random Forest classification modeling methods. (2) 

Compare the performance of Naive Bayes, Rocchio Classification, K-Nearest Neighbor, Support Vector 

Machine (SVM), and Random Forest classification modeling methods in analyzing the sentiment of 

Twitter users in Indonesia regarding the COVID-19 pandemic. This research is expected to yield the 

best model and provide deeper insights into the complexities of this global pandemic situation. 

2. Methodology 

2.1. Data Used 

The research was conducted to implement sentiment analysis in identifying and analyzing reactions and 

public opinion on social media Twitter about COVID-19. In this study, the method used for sentiment 

analysis is lexicon-based and various learning supervised methods. The data used is data on Twitter 

collected from March 20 to May 20, 2020, of 7,967 tweets that have been taken based on crawling [62]. 

2.2. Data Preprocessing 

The data obtained from the data collection phase still contains noise. Noise is an unusable element in 

research. Noise can be symbols, numbers, links, and so on. This can cause problems when further 

analysis is carried out. Therefore, data preprocessing needs to be done, as well as data cleaning. These 

phases are intended to transform unstructured data into structured, ready-to-analyze data. In this study, 

case folding was performed to convert text into a lowercase or small letter form. Then, tokenizing to 

break down a word into a single word (unigram), as well as stemming to change the equivocal words 

into their basic form. Figure 1 shows the raw data before preprocessing and after it. 

 

Figure 1. Data Before and After Cleaning 

2.3. Inset Lexicon-Based and Free-Handed Labelling 

After the data preprocessing is done, every review tweet is labeled. This labeling is used as target data 

that uses machine learning methods to learn about the sentiment category of existing data so that it 

includes supervised learning. In this study, two labeling methods were used: Inset Lexicon-Based on 

data training and Free-Handed Labeling on data testing with the aim of seeing the variation of labeling. 

Inset lexicon-based uses the previously developed Indonesian list dictionary 

[https://github.com/fajri91/InSet], which consists of a group of words (bag of words) weighted positive 
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and negative. Each word will be counted in its weight so that if the review has a positive weight, then it 

will be categorized as positive, and so on for the negative category. In comparison, the neutral category 

has a weight of 0. Free-handed labeling is done on data testing by labeling each review manually; in this 

case, all the researchers in this study contribute to doing manual labeling. 

2.4. Modeling 

The data used was 7,967 tweets, with the division of 90% training data and 10% testing data. 

Classification models used are Naive Bayes, Rocchio Classification, K-Nearest Neighbour, Support 

Vector Machine (SVM), and Random Forest methods. The k-fold cross-validation process is also 

applied with the k value of 5. The models performed by the grid search process are K-Nearest 

Neighbours (KNN), Support Vector Machine (SVM), and Random Forest (RF). Table 1 illustrates the 

range of hyperparameter tuning used. 

Table 1. Hyperparameter Tuning Range for Classification Model 

Model Hyperparameter/Parameter Description 

K-Nearest Neighbour Neighbors: 

[3,5,7,9,13,15,17,19,21,23,25,27,29] 

29 is the square root of the test data. 

Support Vector Machine C: [0.1, 1, 10, 100, 1000] 

Gamma: [1,0.1,0.01,0.001,0.0001], 

Kernel: [linear, rbf] 

The kernels used are linear and radial 

basic functions. (RBF). 

Random Forest 

 

Tree: [100,300,500,1000] The maximum number of trees is 100 

with the maximum depth tree is 300 

A Naive Bayes classifier is a basic probabilistic model that uses Bayes' rule and a strong assumption 

of independence. The Naive Bayes model simplifies things by assuming that, for a given class (positive 

or negative), the words are independent of each other. While this assumption doesn't have a major impact 

on text classification accuracy, it enables the use of highly efficient classification algorithms for the task. 

In their 2003 paper, [69] evaluated how Naïve Bayes performs in text classification tasks. 

In our situation, the expression that provides the probability of a word belonging to a specific class based 

on maximum likelihood is as follows: 

𝑃(𝑥𝑖|𝑐) =
𝑐𝑜𝑢𝑛𝑡 𝑜𝑓𝑥𝑖  𝑖𝑛 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠 𝑐

𝑇𝑜𝑡𝑎𝑙 𝑛𝑜 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠 𝑐
 (1) 

During the training stage, the word frequency counts are stored in hash tables. According to Bayes' 

Rule, the probability of a specific document being associated with a class ci is expressed as follows: 

𝑃(𝑐𝑖|𝑑) =
𝑃(𝑑|𝑐𝑖) 𝑥 𝑃 (𝑐𝑖)

𝑃(𝑑)
 (2) 

When we apply the simplifying conditional independence assumption, which states that, given a class 

(positive or negative), the words are considered conditionally independent from each other, this model 

is referred to as 'naïve' due to this simplification. 

𝑃(𝑐𝑖|𝑑) =
(∏𝑃(𝑥𝑖|𝑐𝑗)) 𝑥 𝑃(𝑐𝑗) 

𝑃(𝑑)
 (3) 
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In this context, the xi represent the individual words within the document. The classifier determines 

the class with the highest posterior probability. Furthermore, we eliminate duplicate words from the 

document since they do not contribute additional information. This variant of the Naïve Bayes algorithm 

is known as Bernoulli Naïve Bayes. Focusing solely on the presence or absence of a word, rather than 

its count, has been observed to yield slight performance improvements, especially in cases with a large 

number of training examples. 

Rocchio Classification is a document classification method based on vector space that uses the 

average or center of mass of documents in each class as prototypes or centroids. This method assumes 

that documents relevant to a query will be close to the corresponding class centroid, while irrelevant 

documents will be far from that centroid. The method classifies new documents by calculating their 

distances to class centroids and then assigning them to the nearest class. This method is simple and 

efficient, but it may not be accurate when classes are not spherical and have similar radii [70]. 

Pattern classification is a crucial task within the domains of big data, data science, and machine 

learning. The K-nearest neighbor (KNN) algorithm is among the earliest, simplest, and most accurate 

methods for pattern classification and regression models. Originally introduced in 1951 by [71] and 

subsequently refined by [72], KNN has earned recognition as one of the top ten techniques in data 

mining [73]. As a result, KNN has undergone extensive research and widespread application across 

various fields [74]. Consequently, KNN serves as the foundational classifier in numerous pattern 

classification problems, including pattern recognition [75], text categorization [76], ranking models 

[77], object recognition [78], and event recognition [79] applications. 

Support Vector Machine (SVM) implements algorithms by searching for hyperplans in dimensional 

spaces with as many features as possible so that classifications can be produced well and clearly. A good 

classification result is to find a field that has the maximum margin or maximum distance between two 

classes of data points. One of the advantages of this SVM is that it uses a kernel that can work in both 

linear and non-linear situations. The use of a linear kernel is the same as regression in general, whereas 

nonlinear kernels can be used such as polynomial, sigmoid, and rbf. 

The last algorithm used is a random forest that uses an ensemble method or a combination of many 

tree-based modeling or weak learner methods. Using this method can produce better predictions than 

single models. Random forests are created from subsets of data, and the final output is based on average 

or majority ranking; hence the problem of overfitting is taken care of. Random forest randomly selects 

observations, builds a decision tree, and takes the average result.  

2.5. Evaluation 

The study uses several measurements of evaluation: precision, recall, F1-score, accuracy, macro 

average, and weighted average [83][84]. Precision takes into account all predicted positive predictions 

being positive, while recall is a measure of how well the model can find all the positive cases. Then the 

F1-Score takes into account both aspects of model performance, precision and recall in a single number, 

so we can get a more complete picture of the model's performance. While accuracy takes into account 

the total number of true predictions divided by the total amount of predictions made for a set of data. 

Macro Average, as the name suggests, operates on a class-by-class basis, independently calculating 

performance metrics such as Precision, Recall, F1-Score, and Accuracy for each class [80]. This 

approach does not take into account the imbalance in class distribution and assigns equal weight to every 

class [80]. Subsequently, the Macro Average is calculated by taking the unweighted mean of these class-

specific metrics. It offers an unbiased evaluation of a model's performance, treating each class equally 

and thus mitigating the bias caused by class imbalance. In contrast, Weighted Average is tailored to 

address the issue of class imbalance directly. It assigns different weights to each class proportional to 

the number of samples in that class. By doing so, it provides a more accurate representation of a model's 

performance, giving more importance to the classes with more instances. Performance metrics, such as 

Weighted Precision, Weighted Recall, Weighted F1-Score, and Weighted Accuracy, are computed by 
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taking these weighted contributions into account. Weighted Average serves as a pragmatic choice in 

scenarios where class imbalance is a significant concern, as it offers a practical reflection of a model's 

utility in real-world applications [81][82]. 

Table 2. Confusion matrix 

Confusion 

Matrix 

Actual Classes 

Yes No 

Predicted 

Classes 

Yes True Positive (TP) False Positive (FP) 

No False Negative (FN) True Negative (TN) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(4) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(5) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2 𝑥 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 

(6) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝑇𝑁 + 𝐹𝑃
 

(7) 

3. Result and Discussion 

3.1. Data Analysis and Exploration 

In this section on data analysis and exploration, we will introduce the results of the analysis and data 

exploration that have been conducted. These results were obtained through classification using InSet 

Lexicon, a collection of words in the Indonesian language, and their sentiment scores. Using this 

method, we will discuss interesting findings related to public sentiment toward the issue under 

investigation, providing a deep understanding of the dynamics of public opinion over a specific time 

frame. 

The data set includes a total of 7,967 Indonesian language tweets distributed in 18 different columns. 

All columns essentially contain string data types, with exceptions such as id, the number of likes, the 

number of retweets, the word count, and sentiment scores, which have more structured data types. As 

part of the analysis process, the dataset has undergone the necessary cleaning and preprocessing steps 

to ensure data quality and consistency. One key step in this phase is the removal of negation words from 

each tweet, enabling a more accurate sentiment analysis. 

Figure 2 presents a visualization depicting the most frequently used words by Twitter users in this 

collected dataset. As shown in the word cloud, words like "zona," "mal," and "level" stand out with a 

larger appearance, indicating the highest frequency of occurrence compared to other words. This 

strongly suggests that these three words play a central role in the conversations on this platform when 

negation words are excluded from the calculations. Thus, this visualization provides an initial overview 

of topics or issues that may be highly relevant in the context under investigation. 
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Figure 2. Wordcloud 

In this analysis, each token found in every tweet is assigned a weighted score based on its contribution 

to the overall sentiment, and these weights are then summed up. The result of this summation process is 

referred to as the sentiment score. Figure 3 provides a visual representation of the distribution of 

sentiment scores within the dataset used. As shown in Figure 3, the density curve shows a significant 

tendency towards negative sentiment. This means that the majority of the data tends to have negative 

sentiment values. This finding is crucial in understanding public sentiment towards the investigated 

issue, indicating a dominance of dissatisfaction or displeasure in the observed context. 

 

Figure 3. Sentiment Distribution 

In Figure 4, we can observe the presence of a prominent boxplot that distinctly indicates the existence 

of a number of outliers in the negative sentiment category. This phenomenon provides important insights 

that the distribution of sentiment tends to be skewed towards the negative side in this dataset. In other 

words, the significant outliers in negative sentiment suggest the presence of a number of tweets or 

content with sentiment much more negative than the majority of the data, which may reflect critical or 

controversial aspects in this sentiment analysis. 
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Figure 4. Boxplot Sentiment 

The sentiment scores obtained through this analysis are then categorized based on sentiment types to 

better understand the public's perception of the issue under investigation. In determining sentiment 

types, if the sentiment score is greater than 0, it is considered positive sentiment, reflecting supportive 

or happy responses. Conversely, if the sentiment score is less than 0, it is considered negative sentiment, 

indicating dissatisfaction or disagreement. If the sentiment score equals 0, it is considered neutral 

sentiment, reflecting a neutral or sentiment-less attitude. 

Figure 5, presented in the analysis, vividly depicts the dominance of sentiment types in the collected 

data. It can be clearly observed that most of the data tends to have negative sentiment. This finding 

provides a significant insight into the public's perspective on the observed issue. It indicates that in the 

context under investigation, the public tends to have a critical or unsatisfied viewpoint. 

 
Figure 5. Barplot of Sentiment Types 

This analysis also reveals a significant correlation among several words in the dataset. This 

correlation reflects how often specific words appear together in the context of the same tweets. In fact, 

there are as many as 156 words that consistently appear together in every observed tweet. In other words, 

these words have a strong bond and a significant connection in the conversations on the platform. 
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Figure 6, presented in the analysis, provides a visual overview of some words with significant 

correlations. In this figure, we can clearly see a number of words that frequently appear together in most 

of the analysed tweets. This finding indicates that these words play an important role in the observed 

context and may refer to specific topics or issues that consistently capture the public's attention. 

 
Figure 6. Correlation of Words that Often Appear Together 

Figure 6 shows several words frequently appearing together in a single tweet. The correlation 

between these words measures how closely spaced these two words are in each tweet. The higher the 

correlation value, the closer the distance between these two words in the observed tweets. For example, 

consider the words "perkembangan" and "terkini" which have a correlation value of 0.97. This 

correlation value indicates that most tweets containing the word "perkembangan" are usually directly 

followed by the word "terkini”, while the words "depresi" and "kekecewaan" have a correlation value 

of around -0.005, which means that the more often the word "depresi" appears, the less frequently 

“kekecewaan” appears. Furthermore, this research also highlights the most frequently appearing words 
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in the observed tweets. These specific words have been included in the lexicon dictionary. Figure 7 

displays the top 15 words that appear most frequently in the dataset. In this case, the word "tidak" 

dominates with a frequency of 1949 appearances, followed by the word "normal" with 1,018 

appearances. This information provides valuable insights into the words most commonly used in the 

context under investigation and underscores the importance of these words in understanding public 

sentiment regarding relevant issues. 

 
Figure 7. Most Frequently Appearing Words 

 

Figure 8. Locations Generating the Most Positive and Most 

Negative Sentiments 

In this analysis, we discovered something interesting about users who list "Indonesia" as their 

location on Twitter. Although most tweets originate from users located in "Indonesia," the average 

sentiment score of these tweets tends to be closer to negative sentiment, approximately -0.986. In other 
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words, overall, tweets generated by users who list "Indonesia" as their location tend to have more 

negative sentiments than positive ones. A clearer picture is shown in Figure 9. 

 
Figure 9. Locations Generating the Most Tweets 

3.2. Evaluation Results of Classification with InSet Lexicon 

Table 3 shows classification results using the testing data labeled by the InSet Lexicon (Indonesia 

Sentiment Lexicon) compared to manual labeling (hand-labeling). 

Table 3. Evaluation Results of Classification with Inset-Lexicon Method on Testing Data 

Sentiment Precision Recall F1-Score Support 

Negative 0.67 0.75 0.71 285 

Neutral 0.60 0.46 0.52 116 

Positive 0.84 0.83 0.83 382 

Accuracy 75% 

Macro Average 70% 68% 69% - 

Weighted Average 74% 74% 74% - 

Based on Table 3, classification using the Lexicon Inset method yields a 75% accuracy of 

classification when compared to the handed-labeling method. If each class of sentiment in the 

classification has an equally important contribution to the evaluation calculation, then the macro average 

value is 69%. In comparison, using a weighted average yield of 74% which has given a greater 

contribution to the class of sentiments whose data is more in the test data. Thus, based on the results of 

accuracy, macro averages, and weighted averages, the method of classification with InSet Lexicon can 

be used as the classification of sentiment data on Twitter in this study. 

3.3. Evaluation Results of Classification with Machine Learning 

Tables 4 and 5 show the evaluation of classification results using the machine learning method with the 

training data using InSet Lexicon labeling. The sentiment prediction results compared to free hand-

labeling on the testing data. 
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Table 4. Evaluation Results of Classification Using Machine Learning on Testing Data 

Method Negative Positive Neutral 

Precision Recall F1-Score Precision Recall F1-Score Precision Recall F1-Score 

Naïve Bayes 0.57 0.72 0.64 0.71 0.72 0.72 0.63 0.19 0.29 

Rocchio Classifier 0.55 0.50 0.52 0.86 0.34 0.49 0.21 0.66 0.31 

K-Nearest Neighbours 0.59 0.69 0.63 0.74 0.70 0.72 0.42 0.31 0.36 

Support Vector Machine 0.61 0.75 0.67 0.75 0.74 0.75 0.60 0.29 0.39 

Random Forest 0.61 0.74 0.67 0.80 0.67 0.73 0.46 0.47 0.46 

Table 5. Accuracy, Macro Average, and Weighted Average Results Using Machine Learning on Testing Data 

Metode Accuracy Macro Average Weighted Average 

Naive Bayes 81% 73% 80% 

Rocchio Classification 58% 56% 63% 

K-Nearest Neighbour 84% 79% 84% 

Support Vector Machine 87% 83% 87% 

Random Forest 86% 83% 87% 

The Naive Bayes method is good at studying sentiment classifications on InSet Lexicon training data, 

which has shown promising results on his testing data with an accuracy of 81%, a macro average of 

73%, and a weighted average of 80%. Then, the Rocchio Classification method is only capable of 

producing 58% of the accurate classification with its macro averages of 56% and the weighted mean of 

63%. Furthermore, the K-Nearest Neighbours method can produce a good classification accuracy of 

84% with a macro average of 79% and a weighted average of 84%. The Support Vector Machine (SVM) 

method with the optimum Radial Basic Function (RBF) kernel can produce an excellent classification 

accuracy of 87%, with a macro average of 83% and a weighted average of 87%. Thus, the support vector 

machine method is excellent in classifying sentiment classes on the data used that are higher than the 

Naive Bayes, Rocchio Classification, and K-Nearest Neighbours methods. Finally, the Random Forest 

method can produce a good classification accuracy of 86% with a macro average of 83% and a weighted 

average of 87%, so it is good at classifying the sentiment classes. 

4. Conclusion 

Based on data visualization using word cloud, words like "zona," "mal," and "level" stand out with a 

larger appearance, indicating the highest frequency of occurrence compared to other words from the 

tweets. Based on the sentiment distribution by density curve shows a significant tendency towards 

negative sentiment for covid-19 issues in Indonesia. By a total of 7967 tweet data as well as a division 

of 90% training data and 10% testing data obtained that the best modeling techniques in the sentiment 

classification of COVID-19 issues in Indonesia from March 20, 2020 to May 20, 2020 are the Support 

Vector Machine (SVM) and Random Forest methods. (RF). It is proven that the results of the accuracy, 

macro average, and weighted average of the two methods against the labeling of InSet Lexicon result in 

classification precision above 80% and only a 1% difference between the methods (accuracy SVM 
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(87%) greater than RF (86%)). Inset Lexicon itself produced accuracy of 75%, macro averages of 69%, 

and weighted averages of 74%, so the result of classification is also quite good and can be used as a 

substitute for hand labeling in large data. Thus, the two methods, SVM and RF, can be used to classify 

sentiments about COVID-19 in Indonesia, and InSet Lexicon can be utilized as a labeling technique in 

the classification of large amounts of data. The author's suggestion for further research is that the InSet 

Lexicon is more developed in the classification of sentiments or opinions. Later, a Lexicon of a foreign 

language can also be used to predict sentiments that are not using the Indonesian language. 
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