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Abstract. Imbalanced classes are indicated by having more instances of some classes than 

others. The cost-sensitive boosting algorithm is a modification of the AdaBoost algorithm, which 

aims to solve the problem of imbalanced classes. In this study, we evaluate the cost-sensitive 

Boosting algorithm AdaC2 using Indonesia's underdeveloped region's data. This study confirms 

that the cost-sensitive boosting algorithm (AdaC2) performs better in classifying the instances 

in the minority classes than standard classifiers algorithms. 

1. Introduction 

The classification method's objective is to classify objects on all class classifications accurately. 

Previous research often uses standard classifier methods such as decision trees, random forests, and 

boosting algorithms. These standard methods are often faced with the imbalanced classes problem listed 

as one of ten challenging problems in data mining research [25].  

The imbalanced classes problem is characterized by the data distribution having more instances of 

some classes than others. In the case of bi-classes, this problem is indicated by one class having large 

instances while the other has a few [10]. The standard classifier methods generally need to improve on 

imbalanced class datasets that could have high overall accuracy; unfortunately, they give lower accuracy 

in the small class. In the problem of imbalanced classes, improvement in overall classification accuracy 

is not the most important thing because it is biased toward the majority class, while the accuracy in 

minority classes is not satisfying [10]. The improvement in accuracy in the minor class is often more 

important than the majority class, which significantly contributes to the overall accuracy. The researcher 

has found some methods, such as resampling techniques and cost-sensitive learning [25]. 

The first method, resampling techniques, is a pre-classification step that re-balanced the datasets 

using resampling techniques and then used a standard classifier to the data in the next step. The second 

method, cost-sensitive learning, such as cost-sensitive boosting, adds the cost matrix to the classifier 

algorithm, so the algorithm prioritizes classifying the minority class as having a higher cost than the 

majority class.  

Boosting is one of the classification methods to improve the performance of weak learning 

algorithms. One of the algorithms developed is AdaBoost, which can adaptively to errors from weak 

hypotheses generated by WeakLearn [15]. The cost-sensitive boosting algorithm is a modification of 

the AdaBoost algorithm, which aims to solve the problem of imbalanced classes. The Cost-Sensitive 

Boosting algorithm has three different algorithms, namely the AdaC1, AdaC2, and AdaC3, depending 

on its cost factor to update the weight distribution [10]. Based on a previous study, the AdaC2 algorithm 

generally performs better than the AdaC1 and AdaC3 algorithms [10]. Numerous empirical studies 
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about the AdaC2 algorithm are using health sector dataset [1][3][4][10][11], image analysis [7][11], and 

machine learning repository UCI/keel dataset repository [2][6][8][21]. However, we have yet to find 

research that used the AdaC2 algorithm for socioeconomic datasets in their study. In this study, we are 

filling this gap by performing an empirical study of the AdaC2 algorithm to Indonesia's socioeconomic 

imbalanced classes datasets compared with standard methods as a benchmark. The objective is to 

classify the underdeveloped regions in this dataset with imbalanced class problems. 

Developing underdeveloped regions in Indonesia is critical to improving society's welfare. 

According to the Presidential Regulation Document Number 63 of 2020, there were 62 underdeveloped 

districts from 514 districts, or about 12 percent of underdeveloped districts in Indonesia. These districts 

are distributed in many islands: 7 in Sumatra, 14 in Nusa Tenggara, 3 in Sulawesi, 8 in Maluku, and 30 

in Papua island. 

The remainder of the paper is organized as follows. Section 2 presents some literature reviews of 

cost-sensitive boosting, cost factors, and evaluation measures. Section 3 provides the analysis step in 

the empirical study using underdeveloped regions data in Indonesia. Section 4 analyzes and compares 

the weighting strategies of the AdaC2 algorithm. Finally, Section 5 highlights the conclusions and states 

some points for future research. 

2. Literature Review 

2.1. Cost-Sensitive Boosting 

The AdaBoost algorithm was first introduced by Yoav Freund and Robert Schapire [15]. The AdaBoost 

algorithm creates several weak learners by adding weight to the training data and adjusting them for 

each round adaptively. The weight of misclassified instances will be increased while the correct ones 

will be decreased [24]. Cost-sensitive boosting algorithms are developed by introducing cost factors into 

the AdaBoost algorithm. 

At the beginning round of the algorithm, all instances have the same weight. In the next round, the 

weight of misclassified instances in the previous round will be increased so that weak learners focus 

more on misclassified instances. This weak learner generates a weak hypothesis ht: X → {−1,+1} 
concerning the distribution of Dt, in which Dt(i) is the weight of instances i at round t. Suppose there 

are m instances (x1, y1), … , (𝑥𝑚, ym) where xi ∈ X, yi ∈ Y = {−1,+1} 

Dt(i) =
1

m
 for i = 1,… ,m (1) 

The Adaboost algorithm step is as follows: 

• For t=1,... ,T: 

o Train weak learners by using distribution Dt 
o Getting weak hypothesis ht: X → {−1,+1} 
o Choose ht that minimizes weighted errors ϵt = PRi~Dt[ht(xi) ≠ yi] 

o Choose αt =
1

2
ln (

1−ϵt

ϵt
) 

o For i = 1,… ,m update 

Dt+1(i) =
Dt(i)

Zt
× {
e−αt  if ht(xi) = yi
eαt  if ht(xi) ≠ yi

(2) 

 

Dt+1(i) =
Dt(i)exp(−αtyiht(xi))

Zt
(3) 

By Zt is the normalization factor 

The final hypothesis is 

H(x) = sign(∑αtht(x)

T

t=1

) (4) 
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The Cost-Sensitive Boosting algorithm modifies AdaBoost by including the cost factor in the 

AdaBoost weighing update formula. Cost factors in the algorithm give higher weight to the misclassified 

instances in the minority class than the majority class, so the data distribution will be biased toward the 

minority class. Sun et al. [10] introduced three ways to modify the AdaBoost weighing update formula, 

namely AdaC1, AdaC2, and AdaC3, depending on the cost factor included in the weighting formula.  

Suppose there are m instances (x1, y1, c1),… , (xm, ym, cm) with ci as a cost factor, which is a non-

negative real number of the domain R+, so the weighting update formula with cost factor is 

Dt+1(i) =
Dt(i)exp(−αtyiciht(xi))

Zt
 → AdaC1 (5) 

Dt+1(i) =
ciDt(i)exp(−αtyiht(xi))

Zt
 → AdaC2 (6) 

Dt+1(i) =
ciDt(i)exp(−αtyiciht(xi))

Zt
 → AdaC3 (7) 

The value of αt in the AdaC2 algorithm can be calculated using the formula 

αt =
1

2
log

∑ CiD
t(i)i,yi=ht(xi)

∑ CiD
t(i)i,yi≠ht(xi)

(8) 

2.2. Cost Factor 

The cost factor is added in the cost-sensitive classifier to give a higher weight, sometimes called a cost 

penalty, to the misclassified instance in the minority class. Let C(i, j) is the cost of false prediction of 

instance that is classified as class i actually, but classified as class j. So let the notation C(+,−) it is the 

cost of misclassification of an instance in the minority class as a majority class and C(−,+) is the cost 

of misclassification of an instance in the majority class as a minority class. In the case of imbalanced 

class problems, correct classifying instances in a minority class is more critical than in a majority class. 

The wrong classification in the minority classes could be much more harmful that was not expected by 

a researcher. So that the cost of misclassification instances of the minority class should be greater than 

the majority class notated by C(+,−) > C(−,+), while correctly classifying an instance is given a value 

of 0 notated by C(+,+) = C(−,−) = 0. The algorithm uses these costs to minimize the cost 

misclassification [10].  

The cost factor could be written in the matrix form as follows 

C = [
0 CFN
CFP 0

] (9) 

with notation C(+,−) = CFP and C(−,+) = CFN where CFP > 0 is the cost of false-positive and 

CFN > 0 is the cost of false negative. A cost of 0 is given to the correct classification, so CTP = CTN =
0 is the cost of true positive and true negative [13]. Values of CFP and CFN can be made different 

(asymmetry) so that the algorithm is more focused on classes with higher costs [21]. 

2.3. Single Decision Tree 

Single decision tree segmenting the predictor space using splitting rules that can be summarized in a 

tree. This method uses recursive binary splitting to evaluate the Gini index as a measure of node purity. 

𝐺 = ∑ �̂�𝑚𝑘(1 − �̂�𝑚𝑘)

𝐾

𝑘=1

(10) 

With 𝐺 is the Gini index, and �̂�𝑚𝑘 is the proportion of observations in the mth region from the kth class 

[28].  
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2.4. Random Forests 

Breiman (2001) introduces Random forests [29] as an ensemble tree-based learning algorithm that 

averages predictions over many individual trees. The individual trees are built on bootstrap samples and 

a subset of random predictor variables. The algorithm from Random Forests is 

• Set the number of trees to grow 

• For each tree: 

a. Draw a bootstrap sample of size N from the training data 

b. Set the number of subset variables m. Randomly select a subset of m predictor variables 

from the total p for each node in each tree 

c. Grow the tree to maximum 

d. Use out-of-bag training data to estimate error 

• Assign a class to new data as the majority vote among all the trees 

• Estimate the classification accuracy 

2.5. Underdeveloped Regions 

Based on Indonesia’s Government Regulation Number 78 of 2014 concerning the Development 

Acceleration of Underdeveloped Regions, the definition of underdeveloped regions is the districts whose 

areas and communities are less developed than others. A district is considered an underdeveloped area 

based on the criteria: (a) the economy of the community, (b) human resources, (c) infrastructure, (d) 

regional financial capabilities, (e) accessibility, and (f) regional characteristics. 

2.6. Evaluation Measures 

Evaluation measures are used to evaluate the classification method's performance. Overall accuracy is 

not appropriate for assessing the performance in the imbalanced classes cases since the minority classes 

have a lower influence on overall accuracy than the majority class [10]. Overall accuracy could not give 

information about accuracy in the minority class. This study uses evaluation measures recall, precision, 

and Fβ=2 or F2 to evaluate class classification methods performance. The F2 measure is a harmonic 

average of precision and recall by giving a higher weight to recall than precision, or in other words, 

giving a higher weight to false negatives [20]. 

Table 1. Confusion Matrix 

 True Positive True Negative 

Prediction as Positive True Positives (TP) False Positives (FP) 

Prediction as Negative False Negatives (FN) True Negatives (TN) 

 

Recall(R) = TPrate =
TP

TP + FN
(11) 

 

Precision(P) = PPvalue =
TP

TP + FP
(12) 

 

F2 =
5 × Precision ×  Recall

(4 × Precision) + Recall
(13) 

 

TP = True Positive TN = True Negative 

FP = False Positive FN = False Negative 

PP = Positive Predictive 
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3. Data & Methodology 

3.1. Data 

This study uses socioeconomic datasets from Statistics Indonesia (BPS), the Ministry of Villages, 

Underdeveloped Regions Development and Transmigration (Kemendes PDTT), the Ministry of 

Investment (BKPM), and the Directorate General of the Fiscal Balance of the Ministry of Finance 

(DJPK). The number of instances in the datasets is 514 districts in Indonesia that are classified into two 

classes: the class of underdeveloped district, which counts 62 districts (12.06 percent) and the class of 

the developed district, which counts 452 districts (87.94 percent). These classifications are based on 

Indonesia’s Presidential Regulation (Perpres) Number 63 2020. The number of predictor variables or 

features used in this research is 21. These variables are selected based on the previous research [25][26]. 

The list of variables used in this study can be seen in Table 2. 

Table 2. List of variables used in the study 

Types of 

variables 
Name of variables Types Units Data sources 

Response/ 

Classes 
1. Districts classification Categorical 

1 – Underdeveloped 

0 – Developed 

Indonesia’s 

Presidential 

Regulation 

Predictor 

variables/ 

Features 

1. Gross Regional Domestic Product Per 

capita Numerical Thousand rupiah BPS 

2. Gross Regional Domestic Product at a 

constant price basis 2010 
Numerical Million rupiah BPS 

3. Regional Revenue Numerical Million rupiah DJPK 

4. Regional Own-Source Revenue Numerical Million rupiah DJPK 

5. Percentage of Poor People Numerical % BPS 

6. Poverty Depth Index Numerical - BPS 

7. Poverty Severity Index Numerical - BPS 

8. Unemployment Rate  Numerical % BPS 

9. Labor Force Participation Rate  Numerical % BPS 

10. Poverty Lines  Numerical Rupiah BPS 

11. Human Development Index Numerical - BPS 

12. Adjusted Per Capita Expenditure Numerical Thousand rupiah BPS 

13. Life Expectancy at Birth Numerical Years BPS 

14. Average Years of Schooling  Numerical Years BPS 

15. Expected Years of Schooling  Numerical Years BPS 

16. Gender Empowerment Index Numerical - BPS 

17. Number of Poor People Numerical 
Thousands of 

peoples 
BPS 

18. Number of Foreign Investment 

Projects 
Numerical Projects BKPM 

19. Foreign Investment Value Numerical US$ BKPM 

20. Number of Domestic Investment 

Projects 
Numerical Project BKPM 

21. Domestic Investment Investment 

Value 
Numerical Million rupiah BKPM 

Sources: Kemendes PDTT, BPS, DJPK, BKPM 

3.2. Methodology 

The methodology can be seen in Figure 1 with the explanation for each stage as follows: 

1. In the beginning, we explored data to detect the problems in the dataset, such as missing data 

and imbalanced class problems.  

2. Data analysis of the datasets is carried out in two ways. The first analysis uses all the instances, 

and the others use subset instances based on the region of their locations. The first region subset 
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includes the districts from Sumatra, Jawa, Bali, and Nusa Tenggara islands. The second region 

subset includes the Kalimantan, Sulawesi, Maluku, and Papua island districts.  

3. We randomly partitioned the dataset into training and testing data with 70:30, 80:20, and 90:10 

proportions in each class.  

4. Bootstraping the training data as 500. 

5. Evaluating the cost ratio used in the AdaC2 algorithm using evaluation measures recall, 

precision, and F2. An evaluation of the cost ratio between false positives and false negatives is 

CFP ∶ CFN = [1,0: 0,1; 1,0: 0,2; 1,0: 0,3; 1,0: 0,4; 1,0: 0,5; 1,0: 0,6; 1,0: 0,7; 1,0: 0,8; 1,0: 0,9] 
6. Evaluating the performance of Single Decision Tree, Random Forest, AdaBoost, and AdaC2 

using evaluation measures recall, precision, and 𝐹2.  

7. Choosing the best algorithm for classifying underdeveloped regions in Indonesia based on recall, 

precision, and F2 evaluation measures. 

The analysis of this study using software Microsoft Excel, R version 4.1. 3 and R Studio 2022.02.0 

Build 443 by using package caret, readxl, rpart, randomForest, and IRIC [5]. 

 

 

Figure 1. Methodology of the Study 
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4. Results and Discussion  

4.1. Results 

The complete dataset has moderately imbalanced classes, which are underdeveloped districts as a 

minority class, with a number of instances of 62 districts or 12.06 percent, and developed districts as a 

majority class, with a number of instances are 452 districts or 87.94 percent. However, after splitting 

the complete dataset into two regions, region, I have highly imbalanced classes, with 314 districts 

classified into 21 districts or 6.69 percent, as the underdeveloped class and 293 districts or 93.31 percent, 

as the developed region's class. Region II has low imbalanced classes, with 200 districts classified into 

41 districts or 20.50 percent, as an underdeveloped class and 159 districts or 79.50 percent as a 

developed class. The number of instances and the proportion of each class can be seen in Table 3. 

Table 3. Number of Instances and Proportion 

Types of Analysis Classes 

Number of 

Instances 

(Districts) 

Proportion 

(%) 

A. Uses overall 

instances 

Underdeveloped 62 12.06 

Developed 452 87.94 

B. Uses instances 

by region 

Region I 
Underdeveloped 21 6.69 

Developed 293 93.31 

Region II 
Underdeveloped 41 20.50 

Developed 159 79.50 

4.1.1. Analysis using All Instances. Initially, the complete dataset was partitioned into training and 

testing data with defined proportions. Then the training data was bootstrapped, which produced 500 

bootstrapped data. The cost performance evaluation is performed on each bootstrapped data to find the 

best cost to be used in the AdaC2 algorithm. The evaluation showed that the performance of the AdaC2 

algorithm increases as the value of the cost ratio 𝐶𝐹𝑃:  𝐶𝐹𝑁 decreases, but at a particular value of cost 

ratios, the performance becomes stagnant and starts to decrease. The recall average value was decreasing 

as the cost ratio decreased. However, the precision average value increased when the cost ratio 𝐶𝐹𝑃:  𝐶𝐹𝑁 

decreased. The best cost ratio was chosen based on the 𝐹2 value, which is at a cost ratio 1:0.4. The 

evaluation result can be seen in Figure 2. 

 

 

Figure 2. F2, Recall, and Precision Average Value of Overall Data Analysis by Cost Ratio 

In the next step, we used classifiers to classify instances and evaluate their performance. In the three 

scenario proportion of the training and testing data with moderate imbalance problem, the AdaC2 

algorithm outperformed significantly compared with the other classifiers based on recall and F2 

measures. The random forest algorithm has a precision average value that is higher and more significant 
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in any proportion of training data used. Based on F2, it can be concluded that the AdaC2 algorithm 

outperforms the other algorithms because it better classifies the instances in minority classes, as shown 

by the higher recall and F2 average value in Table 4. 

Table 4. Evaluation Measures Value of Classifiers on Complete Data Analysis 

Training: 

Testing 
Algorithm Name Recall Precision 𝐅𝟐 

70 : 30 

SD Tree   0.822 ± 0.011 0.867 ± 0.008 0.826 ± 0.009 

RF   0.898 ± 0.007 0.953 ± 0.005 0.907 ± 0.006 

AdaBoost   0.896 ± 0.007 0.943 ± 0.005 0.903 ± 0.006 

AdaC2 1: 0.4 *0.945 ± 0.005 0.872 ± 0.007 *0.928 ± 0.005 

80 : 20 

SD Tree   0.840 ± 0.010 0.876 ± 0.009 0.843 ± 0.009 

RF   0.915 ± 0.008 0.959 ± 0.005 0.921 ± 0.006 

AdaBoost   0.913 ± 0.008 0.957 ± 0.005 0.919 ± 0.007 

AdaC2 1: 0.4 *0.957 ± 0.006 0.890 ± 0.008 *0.940 ± 0.005 

90 : 10 

SD Tree     0.842 ± 0.014 0.887 ± 0.011 0.843 ± 0.012 

RF   0.919 ± 0.010 0.962 ± 0.007 0.924 ± 0.009 

AdaBoost   0.919 ± 0.010 0.958 ± 0.007 0.924 ± 0.009 

AdaC2 1: 0.4 *0.957 ± 0.008 0.902 ± 0.010 *0.941 ± 0.007 

        Note: *Significant at 95% confidence level 

4.1.2. Analysis using Instances by Region. The complete dataset was split into two datasets, called 

Region I and Region II. The Region I dataset has a higher imbalanced class proportion than the complete 

dataset. However, the Region II dataset has a lower imbalanced class proportion than the complete 

dataset. We first analyzed the Region I dataset. The dataset was partitioned into training and testing 

datasets. The training dataset was bootstrapped 500 times, which produced 500 bootstrapped region I 

training data. The cost performance evaluation of the AdaC2 was performed to find the best cost ratio. 

The evaluation showed that the performance of the AdaC2 algorithm increases as the value of the cost 

ratio 𝐶𝐹𝑃:  𝐶𝐹𝑁 decreases, but at a particular value of cost ratios, the performance becomes stagnant and 

starts to decrease. The recall average value was decreasing as the cost ratio decreased. However, the 

precision average value increased when the cost ratio 𝐶𝐹𝑃:  𝐶𝐹𝑁 decreased. The best cost ratio based on 

the 𝐹2 evaluation measures is 1:0.3, as shown in Figure 3.  

 

Figure 3. F2, Recall, and Precision Average Value of Region I Data Analysis by Cost Ratio 

In the next step, classifiers were implemented and evaluated based on the evaluation measures value. 

The AdaC2 algorithm outperformed the other classifiers based on recall and F2 average values. 

However, the random forest has the best precision value than other classifiers. Based on the results of 

this evaluation, the AdaC2 algorithm can provide better performance than the other classifiers based on 

recall and F2 average value that can be seen in Table 5.  
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Table 5. Evaluation Measures Value of Classifiers on Region I Data Analysis 

Training: 

Testing 
Cost Ratio Recall Precision 𝐅𝟐 

70 : 30 

SD Tree   0.738 ± 0.018 0.845 ± 0.015 0.740 ± 0.015 

RF   0.862 ± 0.014 *0.961 ± 0.007 0.874 ± 0.012 

AdaBoost   0.874 ± 0.013 0.930 ± 0.010 0.879 ± 0.011 

AdaC2 1: 0.3 *0.940 ± 0.010 0.829 ± 0.013 *0.908 ± 0.009 

80 : 20 

SD Tree   0.746 ± 0.021 0.855 ± 0.016 0.753 ± 0.017 

RF   0.895 ± 0.014 *0.953 ± 0.009 0.899 ± 0.012 

AdaBoost   0.891 ± 0.015 0.935 ± 0.010 0.891 ± 0.013 

AdaC2 1: 0.3 *0.942 ± 0.011 0.858 ± 0.014 0.914 ± 0.010 

90 : 10 

SD Tree     0.739 ± 0.029 0.864 ± 0.020 0.806 ± 0.019 

RF   0.900 ± 0.018 *0.966 ± 0.010 0.908 ± 0.015 

AdaBoost   0.921 ± 0.016 *0.966 ± 0.010 0.922 ± 0.014 

AdaC2 1: 0.3 0.945 ± 0.015 0.889 ± 0.016 0.927 ± 0.012 

 Note: *Significant at 95% confidence level 

In the Region II dataset analysis, the dataset was partitioned into training and testing datasets. The 

training dataset was bootstrapped 500 times, producing 500 Region II datasets. The cost evaluation was 

performed to find the best cost ratio for AdaC2. The evaluation showed that the performance of the 

AdaC2 algorithm increases as the value of the cost ratio CFP:  CFN decreases, but at a particular value of 

cost ratios, the performance becomes stagnant and starts to decrease. The recall average value was 

decreasing as the cost ratio decreased. However, the precision average value increased when the cost 

ratio CFP:  CFN decreased. The best cost ratio for the Region II dataset based on the F2 evaluation 

measures is 1:0.5, which can be seen in Figure 4.  
 

 

Figure 4. F2, Recall, and Precision Average Value of Region II Data Analysis by Cost Ratio 

In the following step analysis, we performed implementation and evaluation of the classifiers. The 

AdaC2 significantly outperformed the other classifiers in the three scenarios of training and testing data 

proportion based on recall and F2 average value. However, the random forest has the best precision 

average value compared with the other classifiers. Based on the results of this evaluation, it can be 

concluded that the AdaC2 algorithm can perform better than the other classifiers, shown by a better 

average value on recall and F2, which can be seen in Table 6. 
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Table 6. Evaluation Measures Value of Classifiers on Region II Data Analysis 

Training: 

Testing 
Cost Ratio Recall Precision 𝐅𝟐 

70 : 30 

SD Tree   0.779 ± 0.012 0.898 ± 0.010 0.793 ± 0.010 

RF   0.890 ± 0.009 *0.967 ± 0.005 0.902 ± 0.007 

AdaBoost   0.896 ± 0.008 0.950 ± 0.006 0.904 ± 0.007 

AdaC2 1: 0.5 *0.938 ± 0.007 0.861 ± 0.009 *0.918 ± 0.006 

80 : 20 

SD Tree   0.779 ± 0.015 0.902 ± 0.011 0.792 ± 0.013 

RF   0.895 ± 0.010 *0.970 ± 0.005 0.906 ± 0.009 

AdaBoost   0.903 ± 0.010 0.960 ± 0.006 0.911 ± 0.008 

AdaC2 1: 0.4 *0.958 ± 0.007 0.853 ± 0.011 *0.930 ± 0.006 

90 : 10 

SD Tree     0.781 ± 0.019 0.910 ± 0.013 0.795 ± 0.016 

RF   0.900 ± 0.013 *0.974 ± 0.007 0.908 ± 0.011 

AdaBoost   0.906 ± 0.013 0.964 ± 0.008 0.911 ± 0.011 

AdaC2 1: 0.5 *0.947 ± 0.010 0.905 ± 0.012 *0.932 ± 0.009 

        Note: *Significant at 95% confidence level 

5. Conclusion and Future Works 

In conclusion, our empirical study using socioeconomic data in Indonesia confirms that the cost-

sensitive boosting algorithm (AdaC2) performs better in the imbalanced classes condition compared 

with the other standard classifiers such as Single Decision Tree, Random Forest, and AdaBoost. The 

cost performance evaluation of the AdaC2 algorithm needs to be tuned to get the best performance of 

the algorithm. The cost ratio evaluation shows that as the cost ratio increases, the recall average value 

increases while the precision average value decreases and vice versa. It needs to find the best balance 

between recall and precision in F2 evaluation measures. As a suggestion for further development, the 

AdaC2 algorithm could be compared with the other imbalance data algorithm methods. The AdaC2 

algorithm could be improved for classifying ordinal or multiclass response variables. 
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Appendices 
Appendix 1 Cost Ratio Evaluation of AdaC2 Algorithm on Complete Dataset Analysis  

Training : 

Testing  

Cost 

Ratio 
Recall Precision F2 

70 : 30 

1: 0.1 0.989 ± 0.002 0.411 ± 0.011 0.756 ± 0.007 

1: 0.2 0.973 ± 0.004 0.720 ± 0.010 0.903 ± 0.004 

1: 0.3 0.960 ± 0.005 0.825 ± 0.008 0.927 ± 0.004 

1: 0.4 0.945 ± 0.005 0.872 ± 0.007 0.928 ± 0.005 

1: 0.5 0.931 ± 0.006 0.899 ± 0.007 0.923 ± 0.005 

1: 0.6 0.923 ± 0.006 0.912 ± 0.006 0.919 ± 0.005 

1: 0.7 0.916 ± 0.007 0.925 ± 0.006 0.916 ± 0.005 

1: 0.8 0.910 ± 0.007 0.933 ± 0.005 0.913 ± 0.006 

1: 0.9 0.901 ± 0.007 0.938 ± 0.005 0.906 ± 0.006 

80 : 20 

1: 0.1 0.990 ± 0.003 0.417 ± 0.010 0.762 ± 0.007 

1: 0.2 0.978 ± 0.004 0.752 ± 0.011 0.917 ± 0.005 

1: 0.3 0.965 ± 0.005 0.847 ± 0.009 0.936 ± 0.005 

1: 0.4 0.957 ± 0.006 0.890 ± 0.008 0.940 ± 0.005 

1: 0.5 0.947 ± 0.006 0.914 ± 0.007 0.938 ± 0.005 

1: 0.6 0.937 ± 0.007 0.931 ± 0.007 0.933 ± 0.006 
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Training : 

Testing  

Cost 

Ratio 
Recall Precision F2 

1: 0.7 0.932 ± 0.007 0.939 ± 0.006 0.931 ± 0.006 

1: 0.8 0.927 ± 0.007 0.947 ± 0.006 0.928 ± 0.006 

1: 0.9 0.920 ± 0.008 0.950 ± 0.006 0.923 ± 0.006 

90 : 10 

1: 0.1 0.989 ± 0.004 0.438 ± 0.012 0.773 ± 0.008 

1: 0.2 0.975 ± 0.006 0.806 ± 0.013 0.929 ± 0.006 

1: 0.3 0.965 ± 0.007 0.872 ± 0.011 0.940 ± 0.006 

1: 0.4 0.957 ± 0.008 0.902 ± 0.010 0.941 ± 0.007 

1: 0.5 0.947 ± 0.009 0.920 ± 0.009 0.938 ± 0.007 

1: 0.6 0.940 ± 0.009 0.938 ± 0.008 0.936 ± 0.007 

1: 0.7 0.936 ± 0.009 0.946 ± 0.008 0.935 ± 0.008 

1: 0.8 0.926 ± 0.010 0.954 ± 0.007 0.928 ± 0.009 

1: 0.9 0.923 ± 0.010 0.954 ± 0.007 0.925 ± 0.009 

Appendix 2 Cost Ratio Evaluation of AdaC2 Algorithm on Region I Dataset Analysis 

Training : 

Testing  

Cost 

Ratio 
Recall Precision F2 

70 : 30 

1: 0.1 0.962 ± 0.008 0.665 ± 0.020 0.856 ± 0.009 

1: 0.2 0.950 ± 0.009 0.797 ± 0.014 0.905 ± 0.008 

1: 0.3 0.940 ± 0.010 0.829 ± 0.013 0.908 ± 0.009 

1: 0.4 0.930 ± 0.010 0.849 ± 0.012 0.906 ± 0.009 

1: 0.5 0.920 ± 0.011 0.871 ± 0.012 0.903 ± 0.010 

1: 0.6 0.915 ± 0.011 0.883 ± 0.011 0.902 ± 0.010 

1: 0.7 0.913 ± 0.011 0.894 ± 0.011 0.903 ± 0.010 

1: 0.8 0.904 ± 0.012 0.901 ± 0.011 0.897 ± 0.011 

1: 0.9 0.894 ± 0.012 0.909 ± 0.010 0.891 ± 0.011 

80 : 20 

1: 0.1 0.963 ± 0.008 0.714 ± 0.021 0.873 ± 0.010 

1: 0.2 0.951 ± 0.010 0.827 ± 0.016 0.911 ± 0.009 

1: 0.3 0.942 ± 0.011 0.858 ± 0.014 0.914 ± 0.010 

1: 0.4 0.929 ± 0.012 0.871 ± 0.013 0.907 ± 0.010 

1: 0.5 0.917 ± 0.013 0.885 ± 0.013 0.901 ± 0.011 

1: 0.6 0.907 ± 0.013 0.896 ± 0.013 0.896 ± 0.012 

1: 0.7 0.901 ± 0.014 0.910 ± 0.012 0.894 ± 0.012 

1: 0.8 0.899 ± 0.014 0.912 ± 0.012 0.893 ± 0.012 

1: 0.9 0.893 ± 0.014 0.922 ± 0.011 0.891 ± 0.012 

90 : 10 

1: 0.1 0.970 ± 0.011 0.748 ± 0.022 0.892 ± 0.011 

1: 0.2 0.948 ± 0.015 0.851 ± 0.018 0.922 ± 0.011 

1: 0.3 0.945 ± 0.015 0.889 ± 0.016 0.927 ± 0.012 

1: 0.4 0.930 ± 0.016 0.895 ± 0.016 0.918 ± 0.013 

1: 0.5 0.921 ± 0.017 0.908 ± 0.015 0.913 ± 0.014 

1: 0.6 0.915 ± 0.018 0.912 ± 0.015 0.913 ± 0.014 

1: 0.7 0.905 ± 0.019 0.920 ± 0.014 0.905 ± 0.015 

1: 0.8 0.903 ± 0.019 0.921 ± 0.015 0.908 ± 0.015 

1: 0.9 0.897 ± 0.019 0.927 ± 0.014 0.904 ± 0.015 

Appendix 3 Cost Ratio Evaluation of AdaC2 Algorithm on Region II Dataset Analysis 

Training : 

Testing  

Cost 

Ratio 
Recall Precision F2 

70 : 30 

1: 0.1 0.987   0.004 0.343   0.012 0.694   0.008 

1: 0.2 0.975  0.005 0.562  0.015 0.831  0.007 

1: 0.3 0.960  0.006 0.752  0.012 0.902  0.005 

1: 0.4 0.949  0.006 0.824  0.009 0.917  0.005 

1: 0.5 0.938  0.007 0.861  0.009 0.918  0.006 

1: 0.6 0.926  0.007 0.889  0.009 0.915  0.006 

1: 0.7 0.917  0.008 0.908  0.008 0.913  0.006 

1: 0.8 0.910  0.008 0.928  0.007 0.911  0.007 

1: 0.9 0.903   0.008 0.936   0.007 0.907   0.007 

80 : 20 1: 0.1 0.991   0.004 0.357   0.013 0.705   0.008 
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Training : 

Testing  

Cost 

Ratio 
Recall Precision F2 

1: 0.2 0.980  0.005 0.584  0.016 0.844  0.007 

1: 0.3 0.971  0.005 0.781  0.012 0.919  0.005 

1: 0.4 0.958  0.007 0.853  0.011 0.930  0.006 

1: 0.5 0.945  0.007 0.882  0.010 0.927  0.006 

1: 0.6 0.936  0.008 0.913  0.009 0.927  0.007 

1: 0.7 0.929  0.008 0.928  0.008 0.925  0.007 

1: 0.8 0.923  0.009 0.940  0.007 0.923  0.007 

1: 0.9 0.915   0.009 0.952   0.007 0.919   0.008 

90 : 10 

1: 0.1 0.988   0.005 0.368   0.013 0.713   0.009 

1: 0.2 0.977  0.007 0.631  0.018 0.859  0.008 

1: 0.3 0.967  0.008 0.821  0.015 0.924  0.007 

1: 0.4 0.952  0.010 0.869  0.013 0.926  0.009 

1: 0.5 0.947  0.010 0.905  0.012 0.932  0.009 

1: 0.6 0.937  0.011 0.918  0.011 0.927  0.010 

1: 0.7 0.927  0.012 0.939  0.010 0.923  0.010 

1: 0.8 0.921  0.012 0.949  0.009 0.920  0.011 

1: 0.9 0.916   0.013 0.958   0.009 0.918   0.011 
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