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Abstract. The global Sustainable Development Goals (SDGs) adopted by countries in the 

world have significant implications for national development planning in Indonesia in the 

period 2015 to 2030. The Agricultural sector is one of the most important sectors in the world 

and has a very important contribution to achieving the goals. Availability of accurate paddy 

production data must be available to measure the level of food security. This can be done by 

monitoring the growth phase of paddy and predicting the classification of its growth phase 

accurately and precisely. The paddy growth phase has 6 classes with the number of class 

members usually not the same (imbalanced data). This study describes the results of the 

classification of paddy growth phases with imbalanced data in Bojonegoro Regency, East Java 

in 2019 using machine learning algorithms on the Google Earth Engine (GEE) platform. 

Classification is done by Classification and Regression Tree, Support Vector Machine, and 

Random Forest. Oversampling technique is used to deal the problem of imbalanced data. The 

Area Sampling Frame survey in 2019 conducted by BPS was used as a label for classification 

model training. The results showed that the overall accuracy (OA) using the Random Forest 

algorithm by modifying the dataset using oversampling was 82.30% and the kappa statistic was 

0.76, outperforming the SVM and CART algorithms. 

1. Introduction 

The agricultural sector is one of the vital sectors in the world and Indonesia because it has a very 

significant contribution to the achievement of the goals of the Sustainable Development Goals (SDGs) 

and National programs. The implementation of national food security takes into account 3 (three) main 

components that must be met, namely: (1) Availability of sufficient and equitable food; (2) effective 

and efficient food affordability; and (3) Consumption of diverse and nutritionally balanced foods. The 

availability of accurate food data is very important to measure the level of food security. Monitoring 

of food crops through estimation of classification in the growth phase is carried out to answer the 

objectives of the SDGs. 

 Various fields and disciplines make use of remote sensing because of the ease of access and 

availability of data sets. In agriculture, remote sensing data is used to monitor paddy growth to ensure 

harvest [1], classification of plant species [2], estimation of harvest area [3], rice mapping [4], 

classifying rice plant phases [5]. BPS has monitored the paddy growth phase using the area sample 

frame survey (ASF) [6]. 

 Landsat-8 satellite image data is one of the remote sensing data used for the Classification of Paddy 

Growth Phase. The segment approach in ASF is carried out on Landsat-8 data in the form of pixels 
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and produces a very large and unstructured amount of data which leads to the "Big Data" problem [7]. 

This problem demands new technologies and resources capable of handling large amounts of satellite 

imagery, such as cloud computing [8, 9]. In the data, it is proposed to use machine learning, because it 

will be difficult to find the model manually [10]. 

 In the paddy growth phase which has 6 classes, namely: early vegetative, late vegetative, 

generative, harvesting, preparation, crop failure/puso, the number of class members is usually not the 

same [11], which means the class distribution is not uniform [12]. These data conditions cause 

machine learning algorithms to be biased towards imbalanced data problem, because the classifier will 

tend to predict the main class and ignore the small class. As a result, the prediction accuracy for the 

minority class will be much lower than for the majority class [13]. Given the significance of the class 

imbalance problem, this research aims to find the best model to solve the unbalanced data problem, 

which is the most common difficulty in machine learning. To overcome this problem, the data needs to 

be processed first to build a balanced dataset [14]. The approach taken is to apply the oversampling 

technique so that it has the potential to improve overall predictive performance. Therefore, we propose 

Machine learning methods, namely: Classification and Regression Tree (CART), Support Vector 

Machine (SVM) and Random Forest (RF) with oversampling using the Google Earth Engine (GEE) 

cloud computing platform to classify paddy growth phase from Landsat-8 satellite imagery. 

2. Study Area 

Geographically, Bojonegoro Regency is 112⁰ 25’ until 112 ⁰ 09’ East longitude and 6 ⁰ 59’ until 7⁰ 37’ 

South latitude. Bojonegoro Regency is part of East Java province on path/row 119/065 in Landsat-8 

imagery, situated approximately 110 km to the East of Surabaya. Bojonegoro Regency area is a land 

area of 230.706 Ha. Bojonegoro Regency administration area consists of 28 districts and 430 villages. 

Land use in Bojonegoro Regency are paddy land 32.65%, dry land 24.39%, forest 42.74%, plantation 

0.04%, others 0.18%. Across the eastern border of Bojonegoro is the Lamongan Regency, to the north 

is Tuban while to the south is Ngawi, Madiun, Nganjuk and Jombang. Blora is located to the west, in 

Central Java (Figure 1). 

Figure 1. Geographical Location of Bojonegoro Regency 

3. Reference Data 

This study used 4 types of data: Landsat-8 data from GEE obtained in 2019, administrative boundary 

shapefiles, Area Sampling Frame (ASF) data from Statistics Indonesia (BPS), and land cover maps 

from Ministry of Environment and Forestry (KLHK). The ASF sample is used as a label for the 

training data based on the study area from the Landsat-8 satellite imagery map. The sample area in the 

ASF is called a segment with a size of 300 m x 300 m. One segment consists of 9 sub-segments 

measuring 100 m x 100 m. 
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3.1. Landsat archive data in the GEE 

Landsat-8 is an Earth observation satellite from collaboration between NASA and the United States 

Geological Survey (USGS). This satellite consists of 9 Operational Land Image (OLI) sensors and 2 

Thermal Infrared Sensors (TIRS). OLI has nine classes of bands that operate in the wavelength range 

of 0.433-2,300 m and provide images with a maximum resolution of 15 m [9]. Each spectral band in 

satellite imagery will produce different reflectance values between locations. GEE is a geospatial 

technology innovation that provides online access to Landsat-8 data [15]. This study used 7 bands 

consisting of aerosol, blue, green, red, NIR, SWIR1, and SWIR2 for the classification of paddy growth 

phases (Table 1). 

 

Table 1. Types and uses of the Landsat-8 band (used in the study). 

Band name 

Landsat-8 

Spectral 

range (µm) 

Band Applications 

Aerosol 0.43-0.45 Coastal and aerosol studies 

Blue 0.45-0.51 
Bathymetric mapping, distinguishing soil from vegetation, and 

deciduous from coniferous vegetation 

Green 0.53-0.59 Emphasizes peak vegetation, which is useful for assessing plant vigor 

Red 0.63-0.67 Discriminates vegetation slopes 

NIR 0.85-0.88 Emphasizes biomass content and shorelines 

SWIR1 1.57-1.65 
Discriminates moisture content of soil and vegetation; penetrates thin 

clouds 

SWIR2 2.11-2.29 
Improved ability to track moisture content of soil and vegetation and 

thin cloud penetration 

3.2. Vegetation Indices (VI)  

Vegetation Indices (VI) is an optical measurement of the greenness of the vegetation canopy, the 

composite properties of leaf chlorophyll and the cover of the vegetation canopy. Several studies have 

been conducted on the vegetation indices from satellite image data to determine the growth phase of 

paddy plants [1]. Vegetation indices to detect the growth phase of paddy include the Normalized 

Difference Vegetation Index (NDVI), Enhanced Vegetation Index (EVI), Normalized Difference 

Built-Up Index (NDBI), Normalized Difference Water Index (NDWI). ρNIR, ρSWIR, ρRED are two-way 

surface reflectance factors for each band [16]. The equations are: 
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3.3. Area Sampling Frame (ASF) 

Area Sampling Frame (ASF) is a method developed by BPS and BPPT to calculate the area of paddy 

harvested each month. This method is formed by using satellite image maps and paddy fields maps. 

Sampling was carried out on an area measuring 300 m x 300 m which is called a segment. One 

segment (sample area) consists of 9 sub-segments measuring 100 m x 100 m. Paddy growth phase data 

generated from ASF in all sub-segments can estimate harvested area [6]. The paddy growth phases 

recorded in the ASF consist of 6 categories of paddy growth phases and can be seen in Table 2. 

 

Table 2. Definition of Paddy growth phase in ASF survey. 

No 
Paddy growth 

phase 
Definition 

Days after 

planting 

1 Early 

vegetative 

The paddy growth phase starts from the beginning of growth 

until the maximum tillers 

1-35 days 

2 Late 

vegetative 

The late vegetative phase begins when the tillers grow, starting 

from the appearance of the first tillers until the maximum 

number of tillers is reached 

35-55 days 

3 Generative The growth phase starts from panicle out, ripening, until before 

harvest 

55-105 days 

4 Harvesting The phase when the paddy is being harvested or has been 

harvested 

 

5 Preparation The phase in which the paddy fields begin to be cultivated in 

preparation for paddy growth 

 

6 Puso (crop 

failure) 

If there is an attack by plant-disturbing organisms or a disaster 

so that paddy production is less than 11% of normal 

 

4. Methods 

This study used the Random Forest method with oversampling on the GEE data processing to provide 

a solution to the Geo Big Data remote sensing and data imbalanced problem for paddy growth phase 

classification. We processed and computed satellite image data using Google Earth Engine (GEE) 

which enables smooth and fast cloud and parallel processing on Google servers. Figure 2 shows a 

conceptual framework for paddy growth phase classification. 
 

 

Figure 2. The conceptual framework 
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4.1. Google Earth Engine 

Google Earth Engine (GEE) is a web portal that provides global time-series satellite imagery (over 40 

years), cloud-based computing, and algorithms for processing data. Available data comes from several 

satellites: MODIS; U.S. Geological Survey's Landsat; National Oceanographic and Atmospheric 

Administration; European Space Agency's Sentinel. CART, RandomForest, NaiveBayes, and SVM are 

the only classifier packages available in Google Earth Engine for classification. 

4.2. Duplication Oversampling  

Oversampling is a sampling method that aims to balance the distribution of data by increasing the 

number of data in the minority class. The sampling method can be done by random or duplication. 

With the application of sampling on imbalanced data, the level of imbalance is getting smaller and 

classification can be done correctly [17]. In this paper, duplication oversampling is used by directly 

replicating all members of the minority class to approximate the number of members of the majority 

class. 

4.3. Machine Learning Algorithms  

Machine learning (ML) is a technique for inferring data with a mathematical approach. The essence of 

ML is to create mathematical models that reflect data patterns. The ML algorithm that will be used in 

this research is the Classification Regression Tree (CART), Support Vector Machine (SVM) and 

Random Forest (RF). Classification and Regression Tree (CART) is a nonparametric statistical 

method that can describe the relationship between the response variable (dependent variable) and one 

or more predictor variables (independent variable). This method can be used for classification trees 

using categorical type response variables and regression trees for continuous or numerical type 

response variables. Support Vector Machine (SVM) is a technique for making predictions, both in 

terms of classification and regression. SVM is used to find the optimal classifier function that can 

separate two data sets of two different classes. The ability of SVM has been studied by various 

researchers to classify data and show satisfactory performance [18]. Random forest (RF) is a grouping 

method based on decision tree ensemble (DT). RF is the development of the CART method by 

applying bagging and random feature selection to DT [19]. Classification decisions are made by 

majority vote among all trees.  

4.4. Evaluation Matrices  

The performance of prediction was evaluated as a function of accuracy, precision, and recall. The 

confusion matrix is a summary of the prediction result and performance measure for classification 

problems (Table 3). The number of true and false predictions for each class is summarized where the 

values (AP, AN) represent positive and negative test data, and the values (PP, PN) represent the 

predicted results for the positive and negative classes [20].  

 

Table 3. Binary Confusion matrix. 

 Actual Positive (AP) Actual Negative (AN) 

Predicted Positive (PP) 

Predicted Negative (PN) 

True Positives (TP) 

False Negatives (FN) 

False Positives (FP) 

True Negatives (TN) 

 

 TP is data from the number of correct class member predictions in the positive class, TN is data 

from the number of correct class member predictions in the negative class, FP is data from the number 

of incorrect class member predictions in the positive class, FN is data from the number of incorrect 

class member predictions in the negative class. 

4.4.1. Accuracy. Accuracy is the ratio of True (positive and negative) predictions to the overall data. 

Accuracy describes how accurate the model is in classifying correctly. Accuracy is an important 

measure used to assess the performance of a classification model. Accuracy is calculated as shown in 

Equation (5) as follows: 
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TP + TN

accuracy:
TP + TN + FP + FN

.    (5) 

4.4.2. Precision. Precision is equal to the ratio of True Positive (TP) samples to the number of True 

Positive (TP) and False Positive (FP) samples. Precision is used to identify the amount of data that is 

correctly classified in the data set on the class. The precision is calculated as given in Equation (6) as 

follows: 

 

TP
precision:

TP + FP
.    (6) 

4.4.3. Recall. Recall is the ratio of True Positive (TP) samples compared to the overall True Positive 

(TP) and False Negative (FN) sample data used to identify the number of correctly classified sample 

data in a class data set that can be predicted correctly. The Recall is calculated as given in Equation (7) 

as follows: 

 

TP
recall:

TP + FN
.     (7) 

4.4.4. Kappa statistic. Kappa statistics are used to provide a quantitative measure of the magnitude of 

agreement between observers or the consistency between two measurement methods for nominal 

scales [21]. The kappa coefficient can measure the degree of agreement that classifies objects in 

mutually exclusive categories. The equation for kappa statistic ( )  is: 
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p p

+ +=  is the expected proportion of 

agreements by chance. v  is the number of different nominal values for the performance indicator of 

interest. 

5. Results 

Bojonegoro Regency is one of the paddy barns in East Java Province. The ASF map and visualization 

of the results of the Classification of Paddy Growth Phases with the Random Forest Algorithm can be 

seen in Figure 3. Figure 4. is a map of the study area shaded in grey. Bojonegoro Regency is the study 

area in this research. Figure 5 shows the observation points in one sample segment (9 sub-segments). 

Each month the ASF survey counts as many as 110 segments. This means that the number of sub-

segments every month is 992 sub-segments and a year is 11,912 sub-segments. A map of the results of 

the classification of the Paddy Growth Phase using the Random Forest Algorithm processed by the 

GEE platform is shown in Figure 6. Figure 3 and Figure 6 show the results of the classification using 

ROI and the area of paddy fields in Bojonegoro Regency, East Java. Thus, not all areas in Bojonegoro 

Regency as study areas will be classified. 
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Figure 3. Map of ASF area and classification of Paddy Growth Phase with RF Algorithm. 

 

 

 

 

 

 

Figure 4. Bojonegoro 

Regency (study area) 

 
Figure 5. The distribution of 

ASF samples. 

 
Figure 6. Classification results 

with RF algorithm using GEE 

(ROI: Paddy Area). 

 

 Table 4 shows the prediction performance for CART, SVM, RF with and without oversampling 

technique to handle imbalanced data. In the technique without oversampling, almost all machine 

learning algorithms show overall accuracy below 75%. CART shows a value of 60.95%, SVM shows 

a value of 70.79% and RF shows the highest result of 74.14%. The precision results for the three 

algorithms show that the lowest precision is shown by Class 5 (15.38% and 22.22%) on CART and 

SVM, while RF has higher precision for Class 5 although it is still in the 52% range. This shows that 

this model cannot predict Class 5 effectively because there are imbalanced data in the ASF data. 

Oversampling is applied to ASF data to handle imbalanced data so that the prediction performance of 

the minority class (Class 5) can be improved.  

 The oversampling technique used in this paper is duplication oversampling. For each algorithm, 

Table 4 presents the results in terms of accuracy, precision, and recall. The results show that the 

oversampling technique can improve accuracy and is predicted to be more efficient in terms of 

precision and recall for the minority class compared to the method without oversampling with an 

increase in precision in the CART algorithm by 64.62%, the SVM algorithm by 49.21% and the RF 

algorithm by 20.91. %. In the technique with oversampling, almost all machine learning algorithms 
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show an increase in overall accuracy compared to the technique without oversampling. CART showed 

an increase in accuracy to 71.78%, SVM accuracy increased to 78.57% and RF showed the highest 

accuracy increase, namely 82.30%. If you look at the precision results for the three algorithms, it can 

be seen that there is a very significant increase in all algorithms in Class 5, namely for CART, SVM, 

RF respectively by 80%, 71.43%, 76.47%%. This shows that the model has effectively handled the 

imbalance data to improve the prediction performance of the minority class.  

 

Table 4. Performance of prediction for CART, SVM, RF with oversampling technique and without 

oversampling technique to handle imbalanced data 

Algorithm Class Accuracy (%) Precision (%) Recall (%) 

CART 

0 

60.95% 

66.67% 76.92% 

1 50.00% 45.24% 

2 63.29% 49.02% 

3 67.14% 77.05% 

4 42.86% 50.00% 

5 15.38% 28.57% 

SVM 

0 

70.79% 

76.92% 90.91% 

1 66.67% 90.00% 

2 50.82% 68.89% 

3 91.86% 66.95% 

4 50.00% 60.00% 

5 22.22% 66.67% 

RF 

0 

74.14% 

80.95% 89.47% 

1 52.94% 77.14% 

2 66.67% 65.17% 

3 88.57% 77.50% 

4 53.85% 70.00% 

5 55.56% 62.50% 

CART with 

oversampling 

0 

71.78% 

52.17% 75.00% 

1 86.81% 71.17% 

2 50.63% 52.63% 

3 65.47% 79.82% 

4 66.67% 40.00% 

5 80.00% 51.61% 

SVM with 

oversampling 

0 

78.57% 

63.64% 100.00% 

1 70.00% 75.00% 

2 57.81% 66.07% 

3 82.28% 70.65% 

4 83.33% 83.33% 

5 71.43% 66.67% 

RF with 

oversampling 

0 

82.30% 

72.22% 86.67% 

1 86.81% 84.95% 

2 60.81% 75.00% 

3 92.14% 82.17% 

4 87.50% 82.35% 

5 76.47% 92.86% 

 

 The CART algorithm gives the highest improvement for the minority class classification, but 

overall the accuracy of the RF algorithm shows the best results in the classification, which is 82.30%. 
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It can also be seen in Table 4. that recall for class 5 (Puso) for the CART algorithm is only 28.57%. 

This shows that the CART model cannot effectively predict Class 5. While the recall for the SVM and 

RF algorithms has produced a Class 5 prediction above 60%, but it is still the lowest among the 

predictions of the other classes. 

 To clarify the performance of the proposed prediction, Table 5. summarizes the confusion matrix 

for each class in the paddy growth phase, namely early vegetative (0), late vegetative (1), generative 

(2), harvesting (3), preparation (4), failed harvest/puso (5) using RF algorithm with oversampling 

technique. The results show that our proposed method achieves the best performance in terms of 

prediction as a function of accuracy, precision, recall, and kappa statistics. The evaluation shows that 

our proposed method performs much better than other machine learning algorithms with or without 

oversampling, as shown in Table 4.  

 

Table 5. Multi-class Confusion matrix of prediction of RF algorithm with oversampling technique. 

  Actual Class     

  
0 1 2 3 4 5 

Producer’s 
Accuracy 

Predicted 
Class 

0 13 3 2 2 3 0 72.22% 

1 0 82 4 0 0 0 86.81% 

2 0 10 48 12 1 2 60.81% 

3 0 0 11 133 2 1 92.14% 

4 0 0 0 0 15 0 87.50% 

5 0 0 0 2 0 19 76.47% 
User’s Accuracy 86.67% 84.95% 75.00% 82.17% 82.35% 92.86%  

 Overall Accuracy 82.30% 

    Kappa Statistic 0.76 

 

 Table 5 shows that Class 5 can be mapped with good user’s accuracy and producer’s accuracy 

(92.86% and 76.47%, respectively). This shows that this model can classify paddy growth phases 

effectively with a kappa statistic of 0.76 which means model has a very good on the strength of 

agreement. 

6. Conclusion 
In summary, it can be concluded that oversampling is an appropriate technique to overcome the 

problem of data imbalance in the case of the paddy growth phase in Bojonegoro Regency, East Java. 

In this study, oversampling duplication technique is proposed to overcome the problem of data 

imbalance in classification using the ML algorithm. RF algorithm with oversampling has better 

performance than other ML classification algorithms without oversampling in terms of percentage 

accuracy for classifying paddy growth phases. This can be seen from the overall accuracy and kappa 

statistic (82.30% and 0.76). The model also succeeded in classifying the minority class (Class 5) 

contained in the ASF data efficiently. The performance of the proposed oversampling method is 

substantially better than without oversampling with imbalanced data on the 3 ML algorithm (CART, 

SVM, RF). Thus, our proposed method achieves the best performance in terms of paddy growth phase 

classification to support the contribution of achieving the SDGs goals in preparing valid food security 

data. Therefore, research on other models is an important next step in classifying Geo Big Data. Other 

methods, such as SVM and NN, can be used to improve model performance. 
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