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Abstract. Unemployment is a substantial obstacle to growth in Indonesia, affecting both social 

and economic stability. The Unemployment Rate is a crucial metric that quantifies the proportion 

of the labor force actively pursuing work opportunities. The unemployment rate serves as a 

critical indicator of labor market imbalances, essential for labor policy formulation and 

assessment. Nonetheless, unemployment data has limitations, particularly at the micro-level, 

owing to sample constraints. Small Area Estimation (SAE) can address these constraints. This 

study estimates the unemployment rate at the sub-district level in West Java province for 2024 

utilizing the Hierarchical Bayes Beta methodology and clustering techniques. The modeling 

results indicate that most sub-districts exhibit a low to medium unemployment rate, however 21 

locations demonstrate a very high unemployment rate, ranging from 23.00 percent to 48.06 

percent. 

Keyword: clustering, hierarchical bayes, small area estimation, unemployment. 

1. Introduction 

Unemployment poses a considerable obstacle to growth in Indonesia, affecting both social and economic 

stability [1]. The disparity between work possibilities and labor force expansion results in inadequate 

absorption of human resources and a reduction in community income levels. Unemployment serves as 

a metric for evaluating the efficacy of regional labor and economic policy [2]. Consequently, a 

sustainable development strategy is essential that prioritizes the creation of productive and dignified 

employment opportunities. This initiative corresponds with Indonesia's dedication to the Sustainable 

Development Goals (SDGs), specifically target 8.5 on decent work, and adheres to the stipulation of 

Article 27 Paragraph (2) of the 1945 Constitution, which ensures every citizen's right to employment 

and a respectable level of living. 

 The open unemployment rate (TPT) is a critical metric that quantifies the proportion of the labor 

force actively pursuing employment. The unemployment rate serves as a critical indicator of labor 

market disparities, essential for labor policy formulation and assessment. Indonesia targets an 

unemployment rate of 5.5 to 6.35 percent within the Sustainable Development Goals [3]. According to 

data from the Badan Pusat Statistik (BPS), Indonesia's unemployment rate in August exhibits a declining 

trend since its apex in 2020. In 2024, the unemployment rate attained roughly 4.9 percent. This signifies 
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the resurgence of the labor market and the efficacy of the government's policy in integrating the 

workforce. Most provinces in Indonesia have favorable labor market conditions, marked by 

unemployment rates that fall below the national average. Nonetheless, regional disparities persist, as 

12provinces exhibit an unemployment rate exceeding the national average. The provinces of West Java, 

Banten, and Papua exhibit the greatest unemployment rates. West Java warrants particular attention due 

to its status as the province with the highest unemployment rate in Indonesia, reflecting considerable 

difficulties in labor absorption within the region (figure 1). This research underscores the necessity of 

developing labor policies that prioritize regions with elevated unemployment rates and advocates for the 

dissemination of more granular unemployment data at the regency/municipality and sub-district levels 

to enhance the precision of unemployment reduction strategies. 

 

 

Figure 1. Provincial Unemployment Rates in Indonesia for August 2024 

 While unemployment data at the sub-district level is crucial, the National Labor Force Survey 

(Sakernas) does not furnish such data due to the limited sample size, leading to a substantial and 

statistically inadmissible standard error. Small Area Estimation (SAE) can address these constraints. 

The benefit of SAE lies in its capacity to generate more accurate estimates with minimal data, hence 

facilitating more focused labor policy development at the sub-district level [4]. 

 Some research have undertaken research on unemployment rates utilizing the SAE approach [5]–

[7]. The study's findings demonstrate that the SAE approach, especially Hierarchical Bayes (HB), yields 

more accurate estimations than direct estimate methods, as indicated by reduced RSE values. 

Nevertheless, the majority of research remains confined to the regency/municipality level and has yet to 

incorporate a clustering-based methodology. Grouping regions according to homogenous traits has been 

demonstrated to enhance the accuracy of estimations [8], [9]. 

 The selection of the Beta distribution in the HB model is crucial due to TPT being proportional 

data with a value range of 0 to 1 [10]. This study aims to generate more precise estimates at the sub-

district level in West Java Province by integrating the HB Beta methodology with cluster data. This 

study has three primary objectives: (i) to estimate the sub-district level TPT in West Java using SAE HB 

Beta with and without cluster information; (ii) to assess the precision of the SAE HB Beta estimation 
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results and comparing them with direct estimation results; (iii) to delineate the sub-district level TPT in 

West Java Province based on the best model. This research contributes by offering an open 

unemployment map at the sub-district level, previously unavailable, thereby serving as a foundation for 

developing evidence-based labor policies locally.  

 The use of clustering at the sub-district level in West Java for estimating Hierarchical Bayesian 

(HB) Beta Small Area Estimation (SAE) is based on the high heterogeneity of characteristics between 

regions in the province, including significant social, economic, and demographic variations between 

urban and rural areas. Research by [11] shows that West Java faces inequalities in access to 

infrastructure, housing conditions, and household welfare between urban and rural areas, highlighting 

the importance of a group-based approach for more representative analysis. 

 In the context of small area estimation, clustering approaches play a crucial role in improving the 

reliability of estimates for subpopulations with similar characteristics. [12] asserts that grouping small 

areas based on Euclidean distance between relevant covariates can result in a smaller Mean Squared 

Prediction Error (MSPE) in area-level linear mixed models, especially when the between-cluster 

variance components differ significantly. Thus, clustering helps minimize estimation bias and improve 

prediction stability. Additionally, [13] also proved that integrating smoothing and clustering in SAE can 

improve the accuracy of inter-area estimation with similar characteristics and accelerate convergence in 

the Markov Chain Monte Carlo (MCMC) process. Therefore, applying clustering in the SAE HB Beta 

at the sub-district level in West Java is a logical and empirical methodological step toward producing 

more efficient and stable estimates. 

 

2. Research Method 

 

2.1. Small Area Estimation 

Small Area Estimation (SAE) is a statistical technique employed to get parameter estimates for small 

geographic units, such districts, sub-districts, or villages. Small Area Estimation (SAE) yields 

dependable parameter estimates for diminutive target populations within limited geographical regions 

[4]. Small Area Estimation (SAE) operates by leveraging strength from several domains using statistical 

models that link regions using auxiliary variables derived from alternative data sources, like censuses, 

registrations, or extensive surveys [14]. [4] categorize the SAE approach into two primary types: direct 

estimation and indirect estimation. Direct estimation entails utilizing solely sample data from the 

observed region, disregarding external information, which often leads to a significant error rate or 

renders calculation unfeasible in the absence of samples from that area. Indirect estimate entails 

employing data from alternative domains through statistical models. 

 Two prevalent modeling approaches employed for small area estimation are area-level models 

and unit-level models. 

Area-level model 

Area-level model are employed when data is exclusively accessible in aggregated form by region 

(e.g., district, sub-district). The observed target variable is the direct estimate (e.g., from a survey) 

for each area, with supplementary information provided by auxiliary variables at the area level. The 

area-level model comprises two components (Fay-Herriot) and is articulated using an equation. 

Model Sampling 

Let 𝜃𝑖 represent an unbiased direct estimator for parameter 𝜃𝑖 which 𝜃𝑖 encompasses sampling 

error, leading to the equation: 

𝜃𝑖̂ = 𝜃𝑖 + 𝑒𝑖 (1) 
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 Where 𝜃𝑖 denotes the direct estimate for area i, 𝜃𝑖 signifies the true parameter for area 

i, 𝑒𝑖 represents the sampling error, presumed to be 𝑒𝑖 ∼ 𝑁(0, 𝜎𝑖
2) with  𝜎𝑖

2 indicating the 

sampling variance. 

Model Linking associates the true parameter 𝜃𝑖 with auxiliary variables 𝑥𝑖 through the equation: 

𝜃𝑖 = 𝒙𝒊
𝑻𝜷+ 𝑏𝑖𝑣𝑖 (2) 

Where 𝑥𝑖 denotes the vector of auxiliary variables (𝑥1𝑖, 𝑥2𝑖, . . . , 𝑥𝑝𝑖)
𝑇 that are correlated with 

the parameter to be estimated 𝜃𝑖 for area i, 𝑏𝑖 is a known positive constant, 𝛽 is the vector of 

regression coefficients of size 𝑝 × 1 or (𝛽1, 𝛽2, . . . , 𝛽𝑝),  𝑣𝑖 represents the random area effect 

assumed to follow a normal distribution 𝑣𝑖 ∼ 𝑁(0, 𝜎𝑣
2), and 𝑖 = 1, 2, . . . , 𝑚 with 𝑚 indicating 

the number of areas. 

 The integration of the two aforementioned models yields a linear mixed model at the area level, 

referred to as the Fay-Herriot model, represented by the subsequent equation. 

𝜃𝑖 = 𝒙𝒊
𝑻𝜷+ 𝑏𝑖𝑣𝑖 + 𝑒𝑖 (3) 

 The Fay-Herriot model incorporates two error components: sampling error 𝑒𝑖 and model error 𝑣𝑖. 
The amalgamation of these two stochastic elements (sample error and area impact) establishes a 

framework that facilitates the prediction of tiny area parameters 𝜃𝑖 utilizing regression data and 

random effects across areas. 

Unit-level model   

The unit-level model is employed when data is accessible at the micro or individual unit level. This 

model employs the correlation between unit attributes and the target variable while incorporating 

inter-area variability through random components. The Battese-Harter-Fuller (BHF) model, 

established by [15], is one of the most commonly employed unit-level models in the realm of 

Stochastic Frontier Analysis (SAE). Model BHF posits that the data adheres to a mixed regression 

model (linear mixed model) incorporating random effects at the small area level. The unit-level 

model presupposes the availability of data from the unit-level auxiliary variable vector  𝑥𝑖𝑗 =

(𝑥𝑖𝑗1, 𝑥𝑖𝑗2, . . . , 𝑥𝑖𝑗𝑝)
𝑇 for each population unit j inside area i. Let 𝜃𝑖𝑗 represent the variable to be 

estimated, which is related to the unit-level predictor variable xij through the equation: 

𝜃𝑖𝑗 = 𝒙𝒊𝒋
𝑻𝜷 + 𝑏𝑖𝑗𝑣𝑖𝑗 + 𝑒𝑖𝑗 (4) 

 Here 𝜃𝑖𝑗 denotes the value of the target variable for unit j in area i, 𝛽 is the vector of regression 

coefficients of size 𝑝 × 1 atau (𝛽1, 𝛽2, . . . , 𝛽𝑝), 𝑣𝑖 represents the area random effect assumed to be 

𝑣𝑖 ∼ 𝑖𝑖𝑑𝑁(0, 𝜎𝑣
2), 𝑒𝑖𝑗 = 𝑘𝑖𝑗 × 𝑒𝑖𝑗 where 𝑘𝑖𝑗 is a known constant, and 𝑒𝑖𝑗 is a random variable that 

is independent, identically distributed, normally distributed, and independent of 𝑣𝑖. Let 𝑖 =
1, 2, . . . , 𝑚 where 𝑚 denotes the number of areas, and  𝑗 = 1, 2, . . . , 𝑛𝑖 where 𝑛𝑖 signifies the number 

of units in the-i small area. 

 The estimate process in Small Area estimate (SAE) commences with the development of a 

statistical model that associates the target variable with auxiliary variables. The model's parameters 

are calculated via statistical techniques, including Restricted Maximum Likelihood (REML). 

Subsequently, parameter value estimations for minor locations are determined utilizing either a 

frequentist or Bayesian inference methodology. The frequentist methodology use empirical best 

linear unbiased prediction (EBLUP), whereas the Bayesian methodology utilizes either Empirical 

Bayes (EB) or Hierarchical Bayes (HB) [16].  

 The Bayesian approach is used because in Small Area Estimation (SAE) modeling, there are two 

Bayesian theorem-based approaches, Empirical Bayes (EB) and Hierarchical Bayes (HB). EB 

methods estimate the prior distribution using sample data with unknown parameters obtained thru 
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classical methods such as the method of moments, ML/REML, or a combination of both [17]. 

However, this approach introduces uncertainty in the prior estimation, which impacts the posterior 

distribution [18]. Additionally, the EB method does not have a precise measure for the standard 

error estimator [17]. 

 Meanwhile, the HB method overcomes the weaknesses of EB by treating unknown parameters as 

random components with a specific prior distribution. The HB method has a hierarchical model, 

which involves many parameters (hyperparameters) [19]. Bayesian theorem is then used to define 

the posterior distribution of a small area parameter. The HB method has a hierarchical model, which 

involves many parameters (hyperparameters) [19]. The hierarchical nature of the HB method allows 

for modeling to be done in several relatively simple and easy-to-understand stages, but it is quite 

complex overall. Nevertheless, the HB method can produce more accurate and reliable inferences 

[18]. 

 One application of the Hierarchical Bayesian approach in Small Area Estimation is the HB Beta 

model. The Hierarchical Bayes (HB) Beta method is an approach used to estimate parameters in 

data grouped into several small areas, utilizing the Beta prior distribution. This technique allows for 

modeling data with a hierarchical structure, which can incorporate information from higher levels 

to improve estimates at lower levels. This approach relies on a gradual updating of beliefs, which is 

achieved by combining information from prior distributions and observed data using Bayesian 

theory [20]. In the HB Beta model, the prior distribution for the model parameters is based on the 

assumption of a Beta distribution. The Beta distribution is a very useful distribution when the 

applied model relates to proportions or probabilities (interval 0 ≤ 𝑦 ≤ 1). 

2.2. Hierarchical Bayes (HB) 

Hierarchical Bayes (HB) is a methodology in Bayesian statistics that organizes parameter structures 

hierarchically, intending to address uncertainty in both the data and the model parameters, as well as in 

the parameters of those parameters, referred to as hyperparameters. In the conventional Bayesian 

framework, analysis is conducted by computing the posterior distribution of parameters 𝜃 based on the 

observed data y, utilizing Bayes' Theorem: 

𝑝 (𝑦)  ∝ 𝑝 (𝜃). 𝑝(𝜃) (5) 

Conversely, in the hierarchical approach, the parameters 𝜃 are treated as random variables contingent 

upon other parameters, referred to as hyperparameters 𝜙, resulting in a tiered model structure: 

Level 1 (Data level) : Conditional data model on parameters 𝜃, e.g., 𝑦 | 𝜃 

Level 2 (Parameter level) : Parameters 𝜃 are dependent on 𝜙, i.e., 𝜃 | 𝜙 

Level 3 (Hyperior level) : Given a prior for 𝜙, i.e., 𝜙 ∼ 𝜋(𝜙) 
 The HB Beta model, a Hierarchical Bayesian technique in Small Area Estimation, employs a Beta 

distribution at the data level (likelihood) to address non-normal sample distributions for proportion 

parameters. The HB Beta model is utilized when the goal variable represents a proportion or prevalence, 

specified within the interval [0,1]. The HB Beta model is considered the most appropriate because the 

target variable, Unemployment Rate (TPT) is a continuous proportion bounded within the interval (0,1) 

and not directly derived from individual counts. In addition, this distribution is also flexible because its 

shape can adapt to data patterns through two shape parameters, namely 𝛼 and 𝛽 [21]. The HB Beta 

model is structured in three hierarchical tiers as follows: 

Sampling model 

𝜃𝑖|𝜃𝑖 ∼ 𝐵𝑒𝑡𝑎 (𝑎𝑖, 𝑏𝑖) (6) 

 with Beta parameters defined as: 
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𝑎𝑖 = 𝜃𝑖 ⋅ 𝜙 and 𝑏𝑖 = (1 − 𝜃𝑖) ⋅ 𝜙 (7) 

Where 𝜃𝑖 represents the unknown proportion parameter for area i, and 𝜙 denotes the precision 

parameter, showing the central tendency of the Beta distribution. 

 

Linking model 

The value of 𝜃𝑖 associates with auxiliary variables using a logit function: 

𝑙𝑜𝑔𝑖𝑡(𝜃𝑖)|𝛽, 𝜎𝑣
2~𝑁(𝒙𝒊

𝑻𝜷, 𝜎𝑣
2)  (8) 

Where 𝑥𝑖 represents the vector of auxiliary variables and is the regression coefficient to be 

estimated, 𝛽𝑝~𝑁(𝜇𝛽𝑝 , 𝜎𝛽𝑝
2 ) and 𝜎𝑣

2~𝐼𝐺(𝑐1, 𝑐2). 

The estimate phase of the HB Beta method is conducted via a Markov Chain Monte Carlo 

(MCMC) simulation, enabling the numerical sampling of values from the posterior parameter 

distribution. In contrast to the frequentist approach, which generates only point estimates, the 

Bayesian approach provides a comprehensive posterior distribution, facilitating the computation of 

the posterior mean as the principal predictive value, along with Bayesian credible intervals that 

indicate the confidence level in the estimate. This methodology yields more reliable estimates for 

areas with limited sample numbers and can even produce estimates for locations with no respondent 

data, as it incorporates information from other regions within the model framework. The 

trustworthiness of the study results is significantly contingent upon the quality and convergence of 

the MCMC sample utilized [22]. 

 

2.3. Relative Standard Error (RSE) 

Survey activities are subject to errors, encompassing both sampling and nonsampling errors. An 

inaccuracy arising from the sampling procedure is termed a sampling error. Nonetheless, if the error 

does not originate from the sample technique, it is classified as a nonsampling error. The Relative 

Standard Error (RSE) value of an estimate can quantify sampling error. The accuracy of an estimate can 

be assessed by the Relative Standard Error (RSE) value. This statistic represents the ratio of the standard 

error to the estimated value of a variable or indicator, articulated as a percentage [23]. The formula for 

computing RSE is expressed as follows: 

𝑅𝑆𝐸(𝜃) =
𝑆𝐸 (𝜃)

𝜃
× 100% (9) 

 Where 𝜃 represents the estimate of the variable to be observed, and 𝑆𝐸 (𝜃) denotes the standard 

error of the variable estimate, or the square root of the variance. The RSE value can be classified into 

three groups by [23], as follows: 

Table 1. RSE categories. 

RSE Value Estimation Result Criteria 

RSE < 25% Accurate 

25% < RSE < 50% Use with caution 

RSE > 50% Very inaccurate 

2.4. Research data and variables 
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The analytical unit for this study encompasses all 627 sub-districts within West Java Province. The data 

utilized comprises the projected TPT value outcomes from the Sakernas August 2024 as the dependent 

variable, alongside several auxiliary factors derived from the 2024 Village Potential (Podes) data. A 

compilation of 146 auxiliary variables were obtained from the literature review. Various variables or 

factors theoretically influence the unemployment rate. The factors are categorized into four primary 

dimensions: demographic [24]–[26], educational [20] & [21], economic [7] & [22], and structural and 

policy [6]. 

3. Result and Discussion 

 

3.1 Overview of direct estimation of TPT at the sub-district level in West Java Province in 2024 

The direct estimation of TPT at the sub-district level in West Java encountered difficulties because to 

the non-sampling of 149 sub-districts, representing roughly 25 percent of the total sub-districts. The 

average unemployment rate is 7.69 percent, signifying that roughly 7 to 8 individuals are unemployed 

for every 100 members of the labor in each sub-district. The Parigi sub-district in Pangandaran Regency 

exhibits the lowest poverty rate at 0.69 percent, whereas the Cidahu sub-district in Kuningan Regency 

records the greatest poverty rate at 30.57 percent. 

 Of the 627 sub-districts analyzed, 333 exhibited a relative standard error over 25 percent. 

Furthermore, 157 of these sub-districts have a relative standard error (RSE) exceeding 50 percent, with 

the maximum RSE recorded at 120.37 percent in the Taraju sub-district of Tasikmalaya Regency. This 

study classified locations with an RSE of 0 percent as non-sample sub-districts, as it was presumed that 

only one observation sample existed in those sub-districts, potentially introducing bias in the estimation. 

Initially, 48 sub-districts with an RSE of 0 percent were reclassified to non-sample status, increasing the 

total number of non-sample sub-districts to 197. Under these circumstances, it might be inferred that the 

direct estimation results are imprecise and unsuitable for subsequent analysis. The Hierarchical Bayes 

methodology enhances estimations in smaller regions. 

3.2 Small Area Estimation using Hierarchical Bayes Beta without cluster information 

Initially, the SAE approach was implemented collectively for all sub-districts in West Java. Auxiliary 

variables were chosen by Pearson's correlation significance test between the logit of the unemployment 

rate and all auxiliary variables, subsequently followed by stepwise regression and multicollinearity 

assessments. The variable selection yielded 14 candidate variables, which were further modeled using 

10 update iterations, 50,000 MCMC cycles, and a thinning of 50. The parameter estimations and credible 

intervals are presented in the subsequent table 2.  

Table 2. Results of parameter estimation for SAE HB Beta without cluster information. 

Paramet

er 

Mean SD 2,5% 97,5% 

Intercep

t 

-2.479 0.0191 -2.5164 -2.4396 

X49 -0.0036 4.9e-04 -0.0046 -0.0027 

X2 0.0005 6.2e-05 0.0003 0.0006 

X22 1.7207 0.1549 1.4312 2.0327 

X56 -0.1814 0.0216 -0.2223 -0.1402 
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X67 0.1436 0.0263 0.0918 0.1976 

X93 0.0151 0.0019 0.0114 0.0187 

X114 -0.245 0.0031 -0.0305 -0.0183 

X27 -0.0014 1.7e-04 -0.0017 -0.0010 

X30 -0.0057 7.8e-04 -0.0073 -0.0042 

X32 -0.0025 3.4e-04 -0.0032 -0.0018 

X127 0.2364 0.0333 0.1694 0.2985 

X128 -0.0285 0.0042 -0.0363 -0.0198 

X42 0.0243 0.0029 0.0189 0.0303 

X44 -0.0018 2.3e-04 -0.0022 -0.0013 

 The estimation results indicate that all variables are significant, as their credible intervals exclude 

the value zero. A visual assessment of diagnostic plots is conducted to confirm the model's convergence. 

An MCMC algorithm is deemed to have converged if the autocorrelation plot diminishes after the first 

lag, the trace plot exhibits no periodic patterns, and the density plot is bell-shaped. The autocorrelation 

plot is presented in the subsequent figure 2.  
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Figure 2. Diagnostic Plot of the Results of the SAE HB Beta Noncluster Estimation. 

 The results of the SAE HB Beta modelling without clusters have reached a converged state and 

are proven by figure 2. This approach accurately calculated all sub-districts, including those not included 

in the sample, as indicated by the image above. This method can enhance precision, as indicated by a 

reduction in the RSE value relative to direct estimation findings. But, the resultant RSE remains 

elevated, averaging 30.76 percent, over the set threshold of 25 percent. A clustering method will be 

conducted to categorize the sub-districts according to their regional features. 

3.3 Clustering results 

Clustering is conducted to divide the sub-districts into more homogeneous sub-regions or clusters. Each 

cluster is ideally anticipated to comprise 20 to 60 subdistrict units. Consequently, the suggested quantity 

of clusters varies between 15 and 18. The variables for cluster analysis were identified by Pearson 

correlation tests, stepwise regression, and multicollinearity assessments. These variables include the 

number of senior high schools (X6), the number of grocery stores (X50), the number of male and female 

Indonesian migrant workers (X3), the number of villages where the main source of income for the 

community is from the accommodation and food and beverage sector (X22), the number of waste banks 

(X69), the proportion of villages with liquid waste disposal facilities/channels from bath/laundry water 

for most families is drainage (gutters/ditches) (X79), the existence of mechanic skills facilities, both 

village-owned and non-village-owned (X11), the number of open public spaces (X114), the number of 

micro and small industries (X33), and the number of credit facilities for joint business groups (X128). 

 
  

(a) The Number of Senior 
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(c) The Number of Male and 
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(d) The Number of Villages 

Where the Main Source 

of Income for the 

Community is From the 

Accommodation and 

Food and Beverage Sector 

(e) The Number of Waste 

Banks 

(f) The proportion of villages 

with liquid waste disposal 

facilities/channels from 

bath/laundry water for 

most families is drainage 

(gutters/ditches) 

   
(g) The Existence of 

Mechanic Skills 

Facilities, Both Village-

Owned and Non-Village-

Owned 

(h) The Number of Open 

Public Spaces 

(i) The Number of Micro and 

Small Industries 

 

(j) The Number of Credit Facilities for Joint Business Groups 

Figure 3. Boxplot of Variables Used in Clustering 

 Based on the boxplot results, it can be seen that most sub-districts have relatively low values, but 

there are some areas with very high values that appear as outliers. The presence of these outliers indicates 

regional disparities and non-normal (skewed) data distribution. This happens because the Village 

Potential data is mostly in the form of counts (count data), such as the number of schools, economic 

facilities, or village infrastructure, so differences in capacity between sub-districts can lead to extreme 

values. 

 To handle these data characteristics, K-Medoids is applied as a clustering method because it is 

more robust to outliers than K-Means [30], [31]. Unlike K-Means, which uses the mean value as the 

cluster center, K-Medoids uses the medoid (an actual data point) that minimizes the total distance 

between cluster members, making the clustering results more stable and unaffected by extreme values. 

Additionally, K-Medoids is also suitable for data with many auxiliary variables and uneven distribution 
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across regions, as seen in the PODES data [32]. After the clustering process, the clustering results were 

validated using three evaluation indices: the Connectivity Index, the Dunn Index, and the Silhouette 

Index. These three measures are used to assess the level of compactness and separation between clusters. 

The results of comparing the values of the three indices are presented in table 3. 

Table 3. Validation results to determine the optimum number of clusters.  

Criteria Score Cluster optimal 

Connectivity 569.3710 15 

Dunn 0.0711 17 

Silhouette 0.1020 15 

  

 The analysis indicates that the clustering results categorize 627 sub-districts into 15 distinct 

clusters. The quantity of subdistricts inside a cluster differs, with cluster 5 comprising the highest 

number at 83, while cluster 13 contains merely 11. Cluster 10 contains the highest number of non-sample 

subdistricts at 33, whereas cluster 4 has none. 

3.4 Small Area Estimation Hierarchical Bayes Beta utilizing cluster information 

Following the clustering process, the SAE HB Beta model was executed for each cluster with varying 

variables and iteration parameters. The settings are modified until each cluster attains a converged state. 

This convergence was assessed through diagnostic plots, which consists of the autocorrelation plot, trace 

plot, and density plot. The MCMC algorithm is considered to have converged if it satisfies the following 

three conditions: autocorrelation plot for all parameters demonstrates a fading pattern after the first lag, 

trace plot no longer exhibits a periodic pattern, and density plot has a smooth shape resembling a bell 

curve. Meanwhile, the significance of the parameters was determined using the credible interval. If a 

parameter’s credible interval crosses zero within the range of 2.5 to 97.5 percent, then the variable is 

deemed not significant in the model. The modeling composition for each cluster is presented in the 

subsequent table 4. 

Table 4. Modeling composition for each cluster. 

Cluster Number of 

variables 

iter.update iter.MCMC thin 

1 10 50 300000 20 

2 22 20 100000 50 

3 12 25 100000 80 

4 6 10 50000 100 

5 34 20 50000 100 

6 6 20 50000 30 

7 10 30 70000 50 

8 20 15 80000 100 

9 13 100 100000 80 

10 10 15 70000 50 
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Cluster Number of 

variables 

iter.update iter.MCMC thin 

11 1 20 50000 50 

12 4 20 100000 50 

13 2 20 100000 15 

14 15 50 100000 60 

15 3 35 100000 80 

Evaluation of modeling results 

The objective of the SAE HB Beta model is to generate more accurate estimates than those obtained by 

direct estimating. A comparison was conducted between the directly determined RSE and the RSE 

findings derived using SAE. This comparison is illustrated in table 5 and figure 4. 

Table 5. Statistical summary of RSE for each estimation method (%). 

Descriptive 

Statistics 

Direct Estimation SAE HB Beta without 

cluster information 

SAE HB Beta with 

cluster information 

Min 0.62 8.06 0.98 

Q1 26.15 16.06 2.88 

Median 42.39 21.04 5.57 

Mean 46.16 30.76 10.41 

Q3 63.77 56.19 19.16 

Max 120.37 64.86 41.41 

NA 197 0 0 
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Figure 4. Comparison of the Direct Estimation Method with SAE HB Beta. 

 The aforementioned table 5 and figure 4 indicate that the SAE HB Beta model incorporating 

cluster information achieves a relative standard error below 25 percent for most of sub-districts (594 out 

of 627 subdistrict). Consequently, the approach has enhanced the precision of the sub-district level TPT 

in West Java Province. The subsequent stage is to perform spatial mapping to assess the unemployment 

status. 

3.5 Mapping of Unemployment Rates at the Sub-district Level in West Java Province for 2024 

Mapping was performed using the best model, SAE HB Beta with cluster information. To facilitate 

interpretation, the proportion figures were multiplied by 100 to obtain percentages. The mapping results 

are shown in figure 5. 
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Figure 5. Choropleth Map Depicting TPT Levels by Sub-district in West Java Province for 2024, 

Constructed Using SAE HB Beta with Clustering Data 

 The chart above classifies 627 sub-districts into four categories utilizing the natural breaks 

approach. Natural breaks were used as they reduce volatility within each category and enhance 

distinctions across categories. The image above indicates that most areas in West Java have low to 

moderate unemployment rates. There are 313 sub-districts with unemployment rates (TPT) between 

0.06% and 6.68%, the lowest being in the Kersamanah sub-district of Garut. Additionally, 237 sub-

districts exhibit a TPT range from 6.68% to 13.03%. 

 There are 56 sub-districts marked in red with elevated TPT, varying from 13.03% to 23.00%, and 

21 sub-districts marked in dark red exhibiting the highest TPT, ranging from 23.00% to 48.06%. 

Cikoneng subdistrict in Ciamis Regency possesses the greatest TPT among sub-districts.  

One limitation of this research is that the data used in this study is processed data from BPS 

(Statistics Indonesia) and not raw data. Consequently, this constraint makes it challenging to perform 

in-depth checks on data quality at the unit level or to incorporate additional variables that might only be 

available in the original raw dataset. 

 The policy recommendations derived from the analysis focus on targeted intervention and the 

integration of advanced statistical modeling into planning. Firstly, it is recommended that the West Java 

Provincial Government designate sub-districts with relatively moderate and high TPT as priority areas 

for employment intervention. These sub-districts, particularly those with high unemployment, should 

be targeted for local economic stimulus. This stimulus is advised to take practical forms, such as 

providing capital assistance and mentoring for micro-businesses, implementing productive labor-

intensive programs (padat karya produktif), and offering support for business digitalization alongside 

access to financing through regional banks. Secondly, the policy strongly suggests the utilization of the 

Small Area Estimation (SAE) Model as a critical basis for both employment planning and evaluation. 

Specifically, the Hierarchical Bayes (HB) model, which is capable of producing more precise estimates, 

needs to be integrated into the system of evidence-based planning. This integration is essential for key 

activities like the preparation of the Regional Manpower Planning (Rencana Tenaga Kerja Daerah or 

RTKD) and for evaluating the annual achievements of unemployment reduction programs. 

 

4. Conclusion 
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This study identifies the SAE HB Beta model with 15 clusters as the optimal model for estimating the 

unemployment rate at the sub-district level in West Java Province for 2024. This model was selected 

due to its ability to address the data constraints associated with less precise direct estimation outcomes, 

wherein numerous sub-districts have an RSE value exceeding 25 percent, and 197 of these were not 

sampled. The application of the SAE HB Beta model markedly enhances estimation quality, as 

demonstrated by the RSE for most of sub-districts being below 25 percent. Nonetheless, the mapping 

results reveal an inequitable distribution of job circumstances in West Java. A majority of sub-districts 

(313 out of 627) exhibit low to moderate unemployment rates (0.01% - 6.68%), whereas 21 sub-districts 

have relatively high unemployment rates (23.00% - 48.06%).  
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