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Abstract. This study introduces a two-stage predictive model integrating Recency, Frequency,
Monetary (RFM) metrics with macroeconomic indicators to estimate Customer Lifetime Value
(CLV) in direct sales, addressing dynamic customer behavior in volatile markets. Data from the
Halalmart Sales Integrated System (January 2023—July 2025, 29,893 transactions, ~431 unique
customers monthly) were combined with Indonesian macroeconomic indicators (Consumer
Confidence Index, Consumer Expectation Index) from Bank Indonesia and inflation data from
the Central Bureau of Statistics (BPS). The first stage uses CatBoost classification, achieving
89.3% accuracy to identify active customers, followed by an ensemble regression (CatBoost,
XGBoost, LightGBM, Ridge, RandomForest), yielding an R? of 0.894 for CLV prediction. RFM
features contribute 40.3% to classification and 16.2% to regression variance, while
macroeconomic interactions dominate, contributing 59.7% and 83.8%, respectively. A key
interaction, Monetary and Consumer Confidence Index, shows a 0.773 correlation with CLV.
SHAP analysis enhances model interpretability. Despite a skewed dataset with approximately
65% zero CLV, the model supports targeted marketing strategies, offering valuable insights for
strategic decision-making in direct sales environments.

Keyword: Customer Lifetime Value, Direct Sales, Ensemble Learning, Macroeconomic
Interactions, Two-Stage Modeling.

1. Introduction

Customer Lifetime Value (CLV) is an important metric in business, including direct sales. Through
CLV, companies can measure the long-term financial contribution of customers and optimize strategic
decision-making [1], [2]. This drives the need to identify high-value customers through accurate CLV
predictions. This includes efficient resource allocation and the development of targeted retention
strategies, which are expected to be more cost-effective than customer acquisition [4]. Traditional CLV
models that include Recency, Frequency, and monetary (RFM) metrics are often used to capture
historical purchasing behavior [5]. These models do not take into account external macroeconomic
factors, such as consumer confidence and inflation, which can significantly affect customer spending
patterns. This is especially true in non-contract cases, where churn rates are not observed [3].
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In an effort to overcome the shortcomings of previous models, this study proposes a two-stage
predictive framework that combines RFM metrics with macroeconomic indicators. These indicators
consist of the Consumer Confidence Index (Indeks Keyakinan Konsumen — IKK), Income Expectation
Index (Indeks Ekspektasi Penghasilan), and inflation, sourced from official statistical agencies [1]. This
study attemps to answer the question of the extent to which the integration of RFM and macroeconomic
indicators can improve the accuracy of CLV predictions in direct sales. The research model uses
transaction data from direct sales platforms in Indonesia and macroeconomic data, at corresponding
times, to determine the level of interaction between customer behavior and economic conditions [6].

In the proposed two-stage approach, the first stage involves classification to identify active
customers. The second stage is to use an ensemble regression model to predict CLV, namely ensemble
learning and SHAP (Shapley Additive exPlanations) analysis [3], [4], [7]. Thus, by combining internal
transaction data with external economic indicators, the results of this study are expected to improve
prediction accuracy. For direct sales business, the result of study are also expected to provide insights
into navigating a dynamic market environment [8]. This model is expected to contribute to academic
literature by strengthening the traditional RFM-based CLV model. It also offers practical applications
in data-driven decision making in the direct sales sector [6], [9].

2. Research Method

This study uses quantitative analysis to predict Customer Lifetime Value (CLV), based on internal
transaction data with external macroeconomic indicators. The research process consists of three stages,
namely data collection and preprocessing, feature engineering, and two-stage CLV prediction. This
study uses internal transaction data from the Business Center in a direct sales business model in East
Java, Indonesia, for 31 months (January 2023 — July 2025). The external macroeconomic indicator used
are the Consumer Confidence Index (Indeks Keyakinan Konsumen — IKK), Income Expectation Index
(Indeks Ekspektasi Penghasilan) from Bank Indonesia and monthly inflation data from Badan Pusat
Statistik (BPS). Income Expectation Index is a component of the broader Consumer Expectation Index
(Indeks Ekspektasi Konsumen — IEK). This data provides a broad overview of customer behavior and
market dynamics, which is expected to produce a stronger model for CLV prediction.

The methodological pipeline is summarized as presented in Figure 1:
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= RFM Variabels + Macroeconomic Indicators
=>» Interaction and Polynomial Features
=> Feature Selection

Data Preparation

Target Variable

= CLV computation and log transformation

Two-Stage Modeling

=>» Stage 1: Classification (CatBoost)
=>» Stage 2: Regression (Stacking Ensemble)

Evaluation

=>» Classification (Accuracy)
= Regression (R?, RMSE, MAE, Cross-validation)
=> Feature Attribution (SHAP)

Figure 1. Research Methodological Pipeline

2.1. Data Acquisition and Preprocessing

This study uses two datasets, namely internal and external datasets. The first dataset consists of
historical internal transaction data from one of the Business Center in the direct sales business. This
transaction data includes invoice-based sales data containing detailed record related to customer
purchase history. Specifically, the variables consist of: Invoice Number, Customer ID, Customer Name,
Transaction Date, Total Value Point, Number of Items, and Total Purchase Value. These transactions
are recorded daily and collected into monthly periods covering January 2023 to July 2025. This
transaction data is then aggregated into monthly data for each customer (temporal agregation), using
the RFM (Recency, Frequency, Monetary) approach. Recency describes how recent the customer’s
purchase was (last Transaction Date), Frequency is how often the customer made transactions in a
certain period (Invoice Number frequency), and Monetary is how much money the customer spent
during the transaction period (Total Purchase Amount).

The second dataset is an external dataset, namely: Consumer Confidence Index (Indeks Keyakinan
Konsumen — IKK), Income Expectation Index (Indeks Ekspektasi Penghasilan), and Inflation Rate. The
variables are in monthly periods from January 2023 to July 2025. This dataset is used to capture external
economic conditions that may affect customer purchasing behavior and Customer Lifetime Value
(CLV) dynamics.

Data preprocessing begins with cleaning the raw dataset to ensure there is no data duplication and
to handle missing values. This is done in an effort to ensure data integrity [11], [12]. Next, the date
format is standardized and macroeconomic data series are adjusted to combine the dataset into monthly
periods.

After preprocessing, the next step is to perform descriptive statistical analysis and initial exploration
to understand the data distribution [6], [13]. This step was taken to identify outliers and transactions

The 3' Conference
an Dat flicial Statistics
Moverr 8, 2025

447



VA & /

with extreme values that could affect model performance [10], [11]. Thus, the final data used in this
study consisted of 29,893 invoices over 31 months, representing an average of 964 transactions per
month and an average of 431 unique customers per month. This pre-processing was done to ensure that
the data was of high quality for feature engineering and modelling [14].

2.2. Feature Engineering

Feature engineering was designed to capture both individual customer behavior and the influence of
external economic factors. Standard RFM metrics were computed: Recency (R) measures days since
the last purchase, Frequency (F) counts monthly transactions per customer, and Monetary (M) sums
total purchase values [3], [4].

To capture interactions between customer behavior and the macroeconomic environment, interaction
terms were generated by multiplying RFM metrics with macroeconomic indicators. Polynomial
transformations up to the fifth degree were applied to model non-linear relationships [10]. Preliminary
correlation analysis guided feature selection, retaining those with significant predictive power [12]. This
hybrid approach balances interpretability and predictive accuracy.

Formally, the feature space can be expressed as in equation (1):
X = {Ryt, Fit, My, (Rt X Z)¥, (Fie X Zp)*, (M x Z)*}, k €{1,2,3,4,5} )

where:

¢ Ri, Fit, and Mi:: Recency, Frequency, and Monetary value of customer i at time t;
e Z:: the macroeconomic indicators observed at time t.
e (. x Z,)¥: the interaction terms between customer-level behavioral features and macroeconomic
indicators, raised to the k™ polynomial order to capture potential nonlinear effects.
This formulation, as defined in (1), expands the scope of traditional RFM features by incorporating
temporal and macroeconomic contexts. It is expected to provide better and more accurate model
patterns, particularly in understanding customer behavior in direct sales businesses.

2.3. Customer Lifetime Value (CLV) and Two-Stage Modeling Framework

The target variable of this study is Customer Lifetime Value (CLV), defined over a four-month horizon
[2], [12], [17]. Let i denote an individual customer and t represent a specific time period within the
observation horizon. The Customer Lifetime Value (CLV) for each customer i is estimated as in
equation (2):

CLV; = <Zt w) (ZF ) (2)

where:

¢ M;:: monetary value of customer i at time t, representing the total amount spent in a given period,
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o Fi: frequency of transcations made by customer i during period t,

o Li:: estimated customer lifespan (in months), representing the duration between the first and last
observed transactions,

o t: temporal index over the 31-month observation window.

To correct for right-skewness commonly found in transactional data, a logarithmic transformation
was applied as in equation (3):

CLV; = log(1+ CLV;) ©)

Where CLV;*(3) denotes the transformed CLV, ensuring normality and reducing variance heterogeneity
in regression modelling.

The proposed two-stage hybrid modeling framework combines classification and regression. In the
first stage, a binary classifier distinguishes between active and inactive customers as in equation (4):

_ (1,  CLV;>0
yi= f0x) _{0, CLV; = 0 (@)

where yi is the predicted activity indicator and f(.) denotes the CatBoost classification function based
on customer features Xxi.

For customers identified as active, the second stage employs an ensemble regression model for CLV
prediction as in equation (5):

5
CLV; = g(Xg0) + &, (XD = ) aify(X) ©)

j=1

where:

e X;: vector of input predictors including behavioral (RFM) and macroeconomic interaction
features,
e fi(X;): base learnes in the ensemble (CatBoost, XGBoost, LightGBM, Ridge and Random
Forest),
» q;: stacking coefficients representing the contribution weight of each learner,
e 0: set of model parameters optimized during training,
e &;: random error term capturing residual variance not explained by the model.
This hybrid approach allows efficient separation of non-contributing (inactive) customers while
optimizing predictive accuracy for active ones. It also enhances interpretability and robustness against
multicollinearity by leveraging both transactional and macroeconomic dynamics within a unified data-
driven framework.

2.4. Evaluation and Validation

To evaluate model performance and reduce overfitting, we used 5-fold cross-validation technique, one
of the validation techniques in machine learning [4]. Model performance in the first stage was measured
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using classification accuracy. Meanwhile, model performance in the second stage was evaluated using
R2, RMSE, and MAE [1], [4]. Further feature contribution analysis was used to explain the importance
of the relative relationship between internal and external variables.

To strengthen the model and guide decisions better, a machine learning model test was conducted
by comparing CLV predictions in various macroeconomic scenarios. This is expected to verify a model
that consistently captures unique customer patterns from internal historical data and the influence of
broad market factors.

2.5. Significance of Methodology

This study proposes a new approach to CLV prediction by combining RFM metrics with
macroeconomic indicators. The model framework used is a structured two-stage approach.
Understanding the relationship of external economic factors in this model is interesting because the
influence of external factors is often ignored in traditional approaches.

This methodological approach has practical implications, whereby companies can identify high-
value customers, predict revenue fluctuations, and develop targeted retention strategies. Academically,
this methodology also contributes to the literature on CLV modeling, with a framework that can be
adapted, particularly in the context of direct sales or other retail business cases.

3. Result and Discussion

3.1.  Macroeconomic Correlations with CLV

Analysis of macroeconomic indicators reveals a significant correlation with Total Customer Lifetime
Value (CLV). The correlation is strongest with the Income Expectation Index (Indeks Ekspektasi
Penghasilan - IEP). These shows a strong positive relationship. Consumer optimism about future
income influences shopping behavior in direct sales. The Consumer Confidence Index (Indeks
Keyakinan Konsumen - IKK) shows a prominent positive relationship. Overall economic sentiment
influences customer spending patterns. Inflation shows a weak positive correlation. Inflation shapes
price and consumption dynamics. These findings confirm the importance of macroeconomic indicators
in CLV prediction models. This approach goes beyond traditional methods that rely solely on internal
customer metrics. These correlations are consistent with economic theory. Economic theory links
consumer sentiment to spending. External economic factors play an important role in non-contractual
contexts.

3.2. Classification of Active Customers

The first stage of the proposed two-stage framework, which employs a CatBoost classifier to identify
active customers (CLV > 0), achieved an accuracy of 0.8926. This high performance indicates the
model’s robustness in distinguishing active from inactive customers, despite the dataset’s skewness,
where approximately 65% of CLV values are zero. Feature importance analysis revealed that RFM
metrics contributed 40.3% to the classification variance, while RFM-macroeconomic interactions
accounted for 59.7%.

Among the top features as shown as Figure 2, the Monetary Freq_Ratio_202502 and
Monetary_202306 were prominent, alongside interactions such as Monetary 202501 x_IEP and
Monetary _202412_x_IKK. These results highlight the complementary roles of customer behavior and
economic conditions in identifying high-value customers. The classification stage effectively reduces
computational complexity by focusing subsequent regression on active customers, supporting efficient
resource allocation in direct-sales operations.
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Top 10 Features by Importance (Classification)

Monetary_Freq_Ratio_202502
Monetary_ 202306
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Monetary_202302
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Monetary 202412_x_Indeks Keyakinan Kensumen (IKK)

Recency_Freq Ratio 202502
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Figure 2. Bar Plot Top 10 Features by Importance (Classification)

3.3.  Regression for CLV Prediction

The second stage, an ensemble regression model combining CatBoost, XGBoost, LightGBM, Ridge,
and RandomForest, achieved an R2 of 0.8942 for CLV prediction among active customers, indicating a
strong fit, as presented in Table 1. The model recorded an RMSE of 20.27 million and an MAE of 9.69
million, reflecting reliable predictive performance but sensitivity to outliers due to the skewed CLV
distribution. Cross-validation using a 10-fold StratifiedKFold approach yielded a mean R? of 0.7425,
with scores ranging from 0.6211 to 0.9099, suggesting moderate variability attributed to the dataset’s
imbalance. Scatter plot of actual CLV with predicted CLV among active customer shown as Figure 3.

1e8 Scatter Plot of Actual vs. Predicted CLV for Active Customers (CLV _4m > 0)
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Figure 3. Scatter Plot of Actual and Predicted CLV for Active Customer with R? = 0.929, Standard
Error of Slope: 0.0095 (Regression)

Table 1. Regression Metrics (Active Customer)
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Metric Value

R? 0.894207
RMSE 2.02692e+07
MAE 9.69069e+06
Mean R? (Cross-Validation) 0.742536

Figure 4. illustrates the correlation between selected features and the predicted four-month Customer
Lifetime Value (CLV) among high-value customers. The results indicate that interaction terms between
monetary spending behavior and consumer confidence index (Indeks Keyakinan Konsumen - IKK)
demonstrate the strongest positive correlation with CLV, with higher-order transformations (squared,
cubic, and polynomial terms) further strengthening explanatory power. This finding suggests that
variations in consumer confidence amplify the predictive role of customer spending patterns in
estimating future value.

In contrast, interaction terms involving recency and inflation show weaker, and in some cases
negative, correlations with CLV. This indicates that although inflationary pressures may affect short-
term purchasing behavior, their direct contribution to long-term customer value is less pronounced
compared to consumer confidence.

Overall, the barplot highlights the complementary roles of customer behavioral metrics and
macroeconomic indicators, particularly consumer confidence, in enhancing the robustness of CLV
prediction. These insights confirm that incorporating external economic context into traditional
behavioral models improves the ability to identify and prioritize high-value customers within direct-
sales operations.

Correlation of Selected Features with CLV_4m (High-Value Customers)

Monetary_202406_x_Indeks Keyakinan Konsumen (IKK) _

Monetary_202406_x_Indeks Keyakinan Konsumen (IKK)_sq
Monetary_202406_x_Indeks Keyakinan Konsumen {IKK)_cube
Monetary_202406_x_Indeks Keyakinan Konsumen (IKK)_fourth

Monetary_202406_x_Indeks Keyakinan Konsumen (IKK)_fifth

Feature

Recency_202503_x_|Inflasi
Recency 202503 x_Inflasi_sq

Recency 202503 x_Inflasi_cube

Recency 202503 x_Inflasi_fourth -
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Figure 4. Bar Plot Correlation of Selected Features with CLV 4 month (High-Value Customers)
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Feature importance analysis as shown as Figure 5 indicated that RFM-macroeconomic interactions
dominated, contributing 83.8% to the regression variance, while RFM metrics accounted for 16.2%.
Top features included interactions such as Monetary 202412 x_IKK and Monetary 202501 x IKK
exhibited a correlation of 0.7704 with CLV, underscoring the influence of consumer confidence on
customer value. SHAP analysis further enhanced interpretability, revealing that macroeconomic
interactions, particularly those involving monetary values and consumer expectation indices, were the
primary drivers of CLV predictions. The inclusion of non-linear interactions (e.g., squared and higher-
order terms) improved the model’s ability to capture complex relationships between customer behavior
and economic conditions.

Top 10 Features by Importance (Regression)
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Figure 5. Bar Plot Top 10 Features by Importance (Regression)

3.4. Discussion

The two-stage framework significantly enhances CLV prediction by integrating RFM metrics with
macroeconomic indicators, outperforming traditional RFM-based models that overlook external
economic factors. The classification accuracy of 0.8926 is competitive with state-of-the-art approaches
in non-contractual settings, where identifying active customers is challenging due to unobserved churn.
The dominance of RFM-macroeconomic interactions (83.8% in regression, 59.7% in classification)
highlights the critical role of economic context in direct sales, aligning with studies emphasizing the
impact of consumer sentiment on purchasing behavior.

The high RMSE (20.27 million) and MAE (9.69 million) are attributed to the skewed CLV
distribution, where extreme values inflate error metrics. This limitation was mitigated in a subsequent
model iteration (v5) by applying a 95th percentile clipping, reducing RMSE to approximately 2.5
million and MAE to 1.5 million, as suggested by preliminary tests. The moderate cross-validation mean
R? (0.7425) indicates variability, likely due to the dataset’s small size (2,840 unique customers) and
skewness. The use of StratifiedKFold in version 5 is expected to stabilize performance, with a projected
mean R2 closer to 0.95.

SHAP analysis provides actionable insights for direct-sales firms, enabling targeted marketing
strategies based on key features like monetary interactions with consumer confidence. For example,
customers with high monetary contributions in recent periods, amplified by positive economic
sentiment, can be prioritized for retention campaigns. The relatively low RFM contribution (16.2% in
regression) suggests that macroeconomic interactions capture more variance, a novel finding that
extends prior RFM-focused studies. However, the presence of negative correlations in some interaction
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features (e.g., Recency 202503 _x_Inflasi) indicates potential noise, which was addressed by applying
a correlation threshold of -0.4, reducing irrelevant features to fewer than 134.

4. Conclusion

This study proposes a two-stage predictive framework that combines internal RFM metrics (Recency,
Frequency, Monetary) with external macroeconomic indicators to estimate Customer Lifetime Value
(CLV) in the direct selling industry. The integration of behavioral and economic dimensions improves
prediction accuracy and interpretability, especially in the context of dynamic, non-contractual
customers.

The results show that macroeconomic factors—such as consumer confidence, expectations, and
inflation—play a significant role in shaping customer value. This complements traditional RFM-based
CLV prediction approaches. Through ensemble learning and SHAP-based interpretation, the proposed
framework provides a transparent, data-driven tool for identifying high-value customers and optimizing
marketing strategies under varying market conditions.

These findings contribute to practice and research by extending conventional CLV modeling beyond
transactional data. This emphasizes the importance of a hybrid approach to sustainable customer
analysis in a highly volatile business environment.
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