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Abstract. Education is a fundamental foundation for individuals, yet substantial disparities 

persist across Indonesia, including both 3T (Disadvantaged, Frontier, and Outermost) and non-

3T regions. Addressing the limited research on systematic regional mapping based on education 

indicators, this study analyzes 514 regencies/cities at the senior secondary level using 13 

indicators covering three latent dimensions identified through Factor Analysis: education 

quality, quality of the learning process, and governance and educational participation. Data were 

processed through outlier detection, standardization, dimensionality reduction using Principal 

Component Analysis, factor score extraction, and K-Medoids clustering in RStudio. The optimal 

solution with three clusters was validated with a Davies–Bouldin Index of 1.44, confirming its 

effectiveness in capturing regional variation. Results reveal distinct spatial patterns in 

educational characteristics, where some 3T regions perform comparably to non-3T areas, while 

certain remote regions face challenges across all dimensions. These findings provide a basis for 

targeted, cluster-based policy interventions to improve education quality, expand access, and 

strengthen governance, supporting equitable educational development nationwide. The study 

demonstrates the utility of combining dimensionality reduction and clustering for evidence-

based policy planning and highlights the importance of addressing regional disparities in 

education. 
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1. Introduction 

Education is the foundation for determining one's future life. According to Article 31 paragraph 1 of the 

1945 Constitution, every citizen has the right to education. Therefore, the Ministry of Primary and 

Secondary Education (KEMENDIKDASMEN) has various priority programmes to promote access to 

and quality of education in Indonesia, one of which is 13 years of compulsory education. There are three 

aspects that are prerequisites for achieving 13 years of compulsory education, namely access, quality, 

and governance.  

Based on the 2024 National Socioeconomic Survey (Susenas), the majority of out-of-school children 

(ATS) are within the 16–18-year-old age group, indicating that educational continuation at the upper 

secondary level remains a challenge. Furthermore, disparities in the School Participation Rate (APS) 

among regencies and cities persist across Indonesia. Data [1] shows that the 15 regencies/cities with the 

lowest APS are predominantly located in Central Papua Province. Interestingly, there are also several 

regencies/cities on Java Island with low APS, such as Bangkalan Regency (50.30) and Probolinggo
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Regency (57.03) in East Java Province, as well as Wonosobo Regency in Central Java Province. The 

low APS in Wonosobo Regency is influenced by the relatively low quality of education and the high 

poverty rate [2]. Conversely, the highest APS was in East Java Province, namely Blitar City in East Java 

with an achievement of 94.58. This stark contrast indicates a significant imbalance in access to 

secondary education in Indonesia, not only in 3T areas but also outside 3T areas. To address this 

inequality in access, the government has launched the Indonesia Pintar (PIP) Programme. This 

programme aims to support school-age children from poor families, families at risk of poverty, or 

priority groups so that they continue to have access to education until they complete secondary school. 

In addition, this programme is also expected to prevent the risk of school dropouts and attract students 

who have dropped out of school to continue their education.          

 However, inequality in access to education in Indonesia is not only influenced by economic factors, 

but also by the geographical location of schools in remote areas. This situation is a major factor slowing 

down the distribution of educational facilities and infrastructure. In addition, limited access to transport 

exacerbates obstacles in the delivery of educational logistics, such as books, furniture and technological 

equipment to these areas [3].  

It turns out that educational inequality issues like this also occur in other countries. In the Philippines, 

[4] found that disparities in school facilities were a major factor in educational inequality, especially in 

remote areas facing infrastructure limitations. This study maps the condition of educational facilities 

geographically and identifies patterns of disparity at the provincial level. Geographical aspects have 

proven to be an important factor in the establishment and supervision of nearly 60,000 schools spread 

across more than 7,000 islands in the Philippines. 

Based on a review of the literature, research on regional grouping using indicators of quality, access, 

and governance in education is still limited. Therefore, this study proposes strategic mapping of 

regencies/cities based on these indicators at the senior secondary school level. The grouping approach 

enables the identification of groups of regions with similar characteristics, providing a valuable basis 

for planning secondary education development tailored to the needs of each cluster [5].  

Clustering is a data analysis technique used to group objects according to their similarity [6]. K-

Means and K-Medoids are clustering algorithms that belong to Non-Hierarchical or Partitional 

Clustering. K-Means is a cluster analysis method that uses the mean as the cluster centre. However, 

because the mean is not resistant to outliers, the K-Means algorithm becomes more sensitive to the 

presence of outliers. To overcome this problem, the K-Medoids method can be used to cluster data 

containing outliers. Unlike K-Means, K-Medoids uses medoids, which are objects located centrally 

within clusters, making them more resistant to outliers. Next [7] conducted research on grouping 

districts/cities in Indonesia using the Hierarchical, K-Means, and K-Medoids Clustering methods based 

on the Human Development Index (HDI). The results showed that the best method for grouping 

regencies/cities based on HDI was using K-Medoids with five clusters.  

This study aims to identify clusters that will be formed based on indicators of quality, access, and 

governance of senior high school education in regencies/cities in Indonesia, as well as the characteristics 

of each cluster. It is hoped that this research will assist the government in identifying which 

regencies/cities require more attention in terms of the quality, access and governance of education, 

particularly at the senior secondary level. 

2. Method Research 

2.1. Data Sources 

The data used in this study is secondary data obtained from the 2025 Education Report Card. This data 

consists of 514 regencies/cities in Indonesia and 13 variables used, which are presented in Table 1. 

Table 1. Variable of Research. 
Variable Description Classification Unit of Data 

X1 Literacy Skills Quality Persentase 

X2 Numeracy Skills Quality Persentase 

X3 Character Quality Persentase 
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X4 School Participation Rate (APS) (16-18) Access Persentase 

X5 Net Participation Rate (APM) (16-18) Access Persentase 

X6 Quality of Learning Quality Persentase 

X7 Inclusive Climate Quality Persentase 

X8 Learning Methods Quality Persentase 

X9 Parent Participation Governance Persentase 

X10 Student Participation Access Persentase 

X11 Proportion of Local Government Budget Utilisation for 

Education 

Governance Persentase 

X12 Education Unit Programmes and Policies Governance Persentase 

X13 Percentage of Certified Teachers (Senior High School) Quality Persentase 

 The 2023 Education Report shows that the quality of education in Indonesia is measured through a 

number of key indicators grouped into several dimensions. In terms of quality, the indicators assessed 

include literacy and numeracy skills, character building of students, teaching quality and methods, 

inclusive school climate, and school participation rates [8]. In line with this [9] emphasises that 

improving the quality of education is not only determined by internal factors within schools, but is also 

greatly influenced by community involvement. The active role of parents in supporting their children's 

learning process at home is an important factor in strengthening academic success and character 

building. In addition, empowering schools through autonomy in resource management and policy-

making allows educational units to be more flexible and responsive to local needs. Meanwhile, the 

success of education governance also depends heavily on the effective use of funds, whereby efficient 

budget allocation will ensure that improvements in the quality and accessibility of education can be 

achieved optimally. 

2.2. Data Standardisation  

Euclidean distance is among the most widely used distance measures; however, it is highly sensitive to 

variations in variable scales [10]. Consequently, data standardization is required when the variables 

differ substantially in their units of measurement. Thus, prior to conducting cluster analysis, the data 

must first be standardized. 

𝑧𝑖𝑗 = 
𝑥𝑖𝑗− 𝑥𝑗̅̅ ̅

𝑠𝑗
                                                                       (1) 

Description: 

𝑥𝑖𝑗= observed value of the i-th individual on the j-th variable 

𝑠𝑗 = standard deviation of variable j 

𝑥𝑗̅ = 𝑚𝑒𝑎𝑛 𝑜𝑓 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑗 

𝑧𝑖𝑗 = standardized value 

2.3. Cluster 

Cluster analysis is a multivariate technique aimed at grouping objects based on their shared 

characteristics. This method, often referred to as data segmentation, divides large datasets into smaller 

groups with similar attributes. Objects within the same cluster exhibit high similarity, while the 

similarity between clusters tends to be low. Thus, the approach seeks to minimize variation within 

clusters while maximizing differences across clusters [6]. Clustering methods are generally divided into 

two types. The first is hierarchical clustering, which groups objects in a structured and sequential manner 

based on their similarities, where the number of clusters is not predetermined. The second is non-

hierarchical clustering, in which the number of clusters (k) must be specified in advance before the 

grouping process is carried out. 

 

2.4. Kaiser-Meyer-Olkin (KMO) 

The KMO test is used to assess the adequacy of the sample and whether it is suitable to represent the 

population. The KMO statistic ranges from 0 to 1. A KMO value less than 0.5 indicates that the sample 

is inadequate and not suitable for analysis, while values closer to 1 suggest higher sampling adequacy. 

The KMO formula is expressed as follows [11]. 
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KMO = 
∑ 𝑟𝑗𝑘

2
𝑗≠𝑘

∑ 𝑟𝑗𝑘
2

𝑗≠𝑘 + ∑ 𝑞𝑗𝑘
2

𝑗≠𝑘
                                                        (2) 

Description: 

𝑟𝑗𝑘
2 = Pearson correlation coefficient squared between variable j and k 

𝑞𝑗𝑘
2 = Partial correlation coefficient squared between variable j and k 

𝑄 = 𝐷. 𝑅−1𝐷 

D = [(𝑑𝑖𝑎𝑔 𝑅−1)
1

2]−1 
 

 

2.5. Multicollinearity 

Multicollinearity refers to the presence of correlations among independent variables within a model. 

Ideally, there should be no correlation, or if present, the degree of multicollinearity should not be too 

high so as not to distort the interpretation of the analysis results. The detection of multicollinearity is 

commonly carried out using Pearson’s correlation coefficient (r) between two independent variables, 

with the following notations: 

𝑟𝑗𝑘 =
∑ (𝑥𝑖𝑗
𝑛
𝑖=1 −𝑥̅𝑗)(𝑥𝑖𝑘−𝑥̅𝑘)

√∑ (𝑥𝑖𝑗−𝑥̅𝑗)
2𝑛

𝑖=1 ∑ (𝑥𝑖𝑘−𝑥̅𝑘)
2𝑛

𝑖=1

                                       (3) 

Description:  

𝑥𝑖𝑗= observed values of individual i for variables j                     

𝑥𝑖𝑘 = observation value of individual i for variable k 

𝑥̅𝑗, 𝑥̅𝑘 = average variables j and k 

n = number of observations 

2.6. Principal Component Analysis (PCA) 

Principal components are applied to simplify high-dimensional data by reducing the number of 

dimensions [11]. The PCA algorithm begins by standardizing the data and calculating the covariance 

matrix, from which eigenvalues and eigenvectors are derived. The eigenvectors indicate the directions 

of maximum variance in the dataset, while the eigenvalues represent the amount of variance explained 

by each corresponding component. The proportion of variance explained by each principal component 

is calculated by dividing its eigenvalue by the sum of all eigenvalues, providing a measure of the relative 

importance of each component. By selecting eigenvectors associated with the largest eigenvalues, the 

principal components are chosen to transform the data into a lower-dimensional space, retaining most 

of the essential information. This approach facilitates subsequent analyses, such as clustering, by 

reducing redundancy and highlighting the most informative aspects of the data. 

2.7. Factor Analysis 

Factor Analysis (FA) is a statistical technique used to identify underlying latent variables that explain 

the correlations among observed variables, thereby reducing data complexity while retaining most of 

the original information. In this study, FA was applied to extract key dimensions of educational 

performance across regencies/cities. The process began with data standardization and checking 

assumptions such as linearity and multicollinearity, followed by factor extraction using Principal 

Component Analysis. The number of factors retained was determined based on eigenvalues greater than 

1 and cumulative variance explained. Rotation (Varimax) was applied to simplify the factor structure, 

and factor loadings were examined to interpret each latent dimension. Factor scores generated from this 

process were then used as input for subsequent clustering analysis, facilitating the classification of 

regions with similar educational characteristics. 

2.8. Elbow Method 

The Elbow method is applied to determine the optimal number of clusters (K) by calculating the Within 



 

 
     
  1006  
 

S Robiati et al 

Cluster Sum of Squares (WCSS) for each value of c from 1 to k. WCSS represents the total squared 

distance between data points and their respective cluster centroids. As the number of clusters increases, 

the WCSS value decreases. When c = 1, WCSS reaches its highest value. The plot typically shows a 

sharp decline at the beginning, forming an “elbow” shape, after which the curve flattens and runs almost 

parallel to the X-axis [12]. Algorithm Elbow Method the following formula: 

Step 1: Apply a clustering algorithm for different values of c, ranging from 1 to k. 

Step 2: For each c, compute the total Within-Cluster Sum of Squares (WCSS) using the following 

formula: 

∑ ∑ ∑ (𝑥𝑖𝑗 − 𝑥̅𝑐𝑗)
2𝑝

𝑗=1𝑖∈𝑆𝑐
𝑘
𝑐=1                                   (4) 

Where 𝑆𝑐 represents the set of observations in the 𝐶𝑡ℎ cluster and 𝑥̅𝑐𝑗 is the 𝑓𝑡ℎ variable of the cluster 

center for the 𝐶𝑡ℎ cluster. 

Step 3: Plot the WCSS values against the number of clusters C 

Step 4: The point at which the curve shows a noticeable bend (the “elbow”) is generally considered the 

optimal number of clusters. 

2.9. K-Medoids 

K-Medoids is one of the methods known as Partitioning Around Medoids (PAM), an extension of 

K-Means that is sensitive to outliers. This method uses individual objects (medoids) as cluster centres 

[13]. The stages of clustering using the K-Medoids algorithm can be described as follows [14]: 

Step 1: Determine the number of clusters to be formed using the Elbow method. 

Step 2: Randomly select initial medoids as many as the predefined number of clusters (k). 

Step 3: Calculate the distance of each non-medoid object to the initial medoids of every cluster, and 

assign each object to the nearest medoid using the following distance measure: 

𝑑𝑖,𝑗 = √∑ (𝑥𝑖𝑘 − 𝑥𝑗𝑘)
2𝑝

𝑘=1                                                        (5) 

Description: 

𝑑𝑖𝑗 = Euclidean distance between object i and object j 

𝑥𝑖𝑘 , = Observed value between object i of variable k 

𝑥𝑗𝑘 = Observed value between object j of variable k 

p    = Number of Variables 

Step 4: Compute the total cost (sum of all distances): 

𝑇𝑜𝑡𝑎𝑙 𝐶𝑜𝑠𝑡 = ∑ ∑ 𝑑𝑖,𝐶
𝑛
𝑖=1

𝑚
𝐶=1                                                      (6) 

Step 5: Calculate the difference in total cost by comparing the new distance with the previous one. If the 

difference is less than zero, replace the object with the current medoid to form a new set of medoids. 

Step 6: Repeat steps 3–5 until no changes occur in the medoid members. 

 

2.10. Bartlett Test 

The Bartlett test is designed to examine the null hypothesis that the correlation matrix is an identity 

matrix, implying no correlations among the variables. If the test yields a significant p-value (e.g., p < 

0.05), the null hypothesis is rejected, indicating that the variables in the dataset are sufficiently correlated 

to justify the use of dimensionality reduction techniques such as factor analysis or principal component 

analysis PCA[15].  

𝑋2 = −[(𝑁 − 1) −
(2𝑝+5)

6
] 𝐼𝑛|𝑅|                                              (7) 

Description: 

𝑋2 = chi-square test statistic 

N = sample size 

p = number of variables used 

|R| = determinant of the correlation matrix 
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2.11. Kruskal-Wallis  

The Kruskal-Wallis test, a non-parametric alternative to one-way ANOVA, is employed to determine 

whether there are significant differences among the medians of three or more groups. This test does not 

require the data to follow a normal distribution, making it suitable for ordinal data or continuous data 

that are not normally distributed[16]. 

 

2.12. Davies Bouldin Index (DBI) 

The Davies-Bouldin Index (DBI) is a validity measure commonly employed to evaluate both the number 

of clusters formed and the overall quality of the clustering results. This index provides an assessment 

by examining the ratio between within-cluster similarity and between-cluster separation. A lower DBI 

value indicates that the clusters are more compact and well-separated from one another, which reflects 

a better clustering structure. Therefore, the smaller the DBI, the more optimal the clustering solution is 

considered to be. The mathematical formulation of DBI as proposed by [17] is as follows. 

DB = 
1

𝑘
∑ 𝑅𝑐
𝑘
𝑐=1                                                 (8) 

Description: 

DB = davies bouldin index 

𝑅𝑝 = cluster similarity measure (maximum)  

 

2.13. Analysis techniques 

This methodology describes the essential steps in applying the proposed approach to determine the most 

appropriate target data clusters. The overall process supports the discovery of meaningful patterns in the 

data and guides more effective decisions regarding the allocation of aid (see Figure 2). 

 

 
Figure 2. Research flow chart. 

 This research was carried out through several systematically structured analytical stages, as 

illustrated in the research flow diagram. The initial steps, such as outlier checking and data 

standardization, are conducted to ensure data quality and minimize potential bias in subsequent 

statistical procedures. Once the data meet the required assumptions, Principal Component Analysis 

(PCA) is applied to reduce data dimensionality and identify the most influential variables. The extracted 

principal components then serve as the foundation for Factor Analysis, which aims to uncover latent 

dimensions underlying the observed variables. The resulting factor scores are used as input for the 

clustering process using the K-Medoids algorithm, as standardized and reduced data tend to produce 

more stable and interpretable cluster structures. The determination of the optimal number of clusters and 

subsequent cluster evaluation are performed to ensure that the resulting groups accurately represent 

distinct regional characteristics. Thus, each analytical stage supports one another, forming a coherent 

workflow that effectively illustrates the spatial patterns and disparities in educational performance 

across regions in Indonesia. 

3. Result and Discussion 
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This section presents the results of data analysis conducted based on predetermined research variables. 

The analysis begins with data exploration to determine the distribution characteristics of each variable. 

This stage is important to ensure data validity before proceeding to further analysis. 

3.1. Outlier Checking 

Prior to the main analysis, an outlier detection procedure was conducted to identify any extreme values 

within the dataset. This step is crucial to ensure the validity and reliability of the subsequent factor and 

clustering analyses, as outliers can distort statistical relationships and influence clustering results. 

Outlier detection was performed using a boxplot visualization to identify data points lying beyond 

acceptable boundaries, as illustrated in the figure below. 

 

  
Figure 3. Boxplot for each variable. 

 Based on the image above, it shows that each variable used indicates the presence of outliers. This 

indicates that there are disparities in quality, access, and governance in Indonesia. Therefore, the use of 

K-Medoids is appropriate because this method is used on data containing outliers. 

3.2. Data Standardisation  

Prior to performing cluster analysis, the data must be standardised using the z-score method to ensure 

that all variables are measured on the same scale. Standardisation produces data with a uniform scale 

and distribution, thereby facilitating analysis and comparison across variables. The standardisation 

output highlights variations in z-score values among regencies/cities based on the dimensions of quality, 

access, and educational governance. 

 

3.3.     Assumption Test 

3.3.1  KMO and Barlett’s Test 

After confirming that the dataset was free from outliers, an assumption test was carried out to evaluate 

the suitability of the data for factor analysis. The Kaiser-Meyer-Olkin (KMO) measure and Bartlett’s 

Test of Sphericity were applied to assess sampling adequacy and inter-variable correlations. A high 

KMO value indicates sufficient correlation among variables for factor extraction, while a significant 

Bartlett’s Test result confirms that the correlation matrix differs significantly from the identity matrix, 

thereby validating the data’s appropriateness for factor analysis. 

Table 3. Result of the KMO Test. 

X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 

0.87 0.88 0.92 0.91 0.93 0.80 0.93 0.74 0.91 0.89 0.89 0.90 0.96 

 The result of the KMO test indicate have KMO values above 0.5. This suggests that the sample used 

is adequate and representative of the population. Therefore, the assumption of sample representativeness 

is fulfilled. The next step is to conduct a correlation test to examine whether there are relationships 

among the variables that may indicate multicollinearity. 

Table 4. Result Bartlett’s Test. 

chisq p-value 

126.6408 0.000414 
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 The results of Bartlett’s test revealed a p-value of less than 0.005, indicating significant differences 

in variances across groups. This confirms that applying PCA is appropriate for dimensionality reduction, 

providing a suitable basis for subsequent clustering analysis. 

 

3.3.2  Correlation 

Subsequently, a correlation matrix analysis was conducted to examine the strength of relationships 

among the variables. High correlations between several variables suggest the presence of underlying 

latent dimensions within the dataset. These findings provide the foundation for exploratory factor 

analysis, enabling the identification of interrelated patterns among educational indicators. 

 

 
Figure 4. Correlation Test. 

 The correlation analysis reveals several variable pairs with very high correlations (r > 0.80), 

including x1–x2 (0.98), x1–x7 (0.89), x2–x7 (0.90), x3–x7 (0.94), and x9–x12 (0.87). Correlation values 

approaching 1 indicate a very strong relationship between these variables. This suggests the presence of 

potential multicollinearity, where independent variables share overlapping information. In the context 

of multivariate analysis such as PCA or clustering, multicollinearity should be carefully considered, as 

it may influence the interpretability of results. Therefore, the application of Principal Component 

Analysis (PCA) becomes relevant to reduce data dimensionality while addressing redundancy among 

variables. 

3.4. PCA  

Principal Component Analysis (PCA) was conducted to reduce the dimensionality of the 13 educational 

indicators and to identify the most influential components explaining the variance in the data. The PCA 

results revealed that three principal components have eigenvalues greater than one, which together 

explain a significant proportion of the total variance. These components were then subjected to Factor 

Analysis (FA) to extract the underlying latent dimensions that represent broader educational constructs. 

The factor loading matrix, as presented in Table 5, indicates strong correlations between several 

variables and their respective factors. 

Table 4. PCA Summary. 

Component Eigen Value Proportion of Variance Cumulative Variance (%) 

PC1 7.9015 0.6078 60.10 

PC2 1.5455 0.1189 72.67 

PC3 1.0055 0.0773 80.40 

PC4 0.8253 0.0634 86.75 

PC5 0.6272 0.0482 91.57 

PC6 0.3812 0.0293 94.51 

PC7 0.3259 0.0251 97.10 
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PC8 0.1802 0.0138 98.40 

PC9 0.0696 0.0053 98.94 

PC10 0.0554 0.0042 99.36 

PC11 0.0434 0.0033 99.70 

PC12 0.0201 0.0015 99.85 

PC13 0.0185 0.0014 100.00 

 Based on the PCA summary presented in Table above, the eigenvalues of each component were 

calculated to determine the appropriate number of retained components. The selection criterion applied 

was eigenvalue ≥ 1. The results indicate that three principal components (PC1, PC2, and PC3) meet this 

criterion. Collectively, these three components explain 80.4% of the total variance. Therefore, the use 

of three principal components is considered sufficient to represent the information contained in all 

analyzed variables. 

3.5. Factors Analysis  

Based on the PCA results, which identified three principal components explaining 80.4% of the total 

variance, a subsequent Factor Analysis (FA) was conducted to interpret the underlying structure of these 

components in more detail. The objective of FA is to identify the latent constructs that account for the 

observed correlations among the educational indicators. By examining the factor loading matrix, as 

presented in the table below, it becomes possible to determine which variables have the strongest 

association with each extracted factor. This approach allows for a more meaningful interpretation of the 

educational dimensions that characterize regional differences. 

Table 5. Loading Factors. 

Variable PA1 PA2 PA3 

X1 0.876 0.142 0.398 

X2 0.888 0.143 0.403 

X3 0.787 0.534 0.197 

X4 0.390 0.232 0.226 

X5 0.501 0.192 0.470 

X6 0.346 0.895 0.245 

X7 0.818 0.422 0.281 

X8 0.000 0.959 0.156 

X9 0.423 0.393 0.664 

X10 0.269 0.431 0.828 

X11 0.182 0.000 0.391 

X12 0.449 0.415 0.729 

X13 0.629 0.000 0.433 

Based on the factor loading results presented in Table 5, three main factors were identified, each 

representing distinct latent dimensions of educational performance across regions in Indonesia. Factor 

1 (PA1) shows high loadings on key variables such as literacy rate (0.876), numeracy rate (0.888), school 

participation rate (0.787), and average years of schooling (0.818). These indicators are strongly 

associated with students’ academic achievement and learning outcomes. Therefore, this factor represents 

Educational Quality, reflecting regions with strong educational performance characterized by high 

literacy and numeracy levels, as well as broad school participation. 

 Factor 2 (PA2) is dominated by teacher-to-student ratio (0.895) and teacher qualification index 

(0.959). These variables emphasize aspects of instructional efficiency and teaching quality. 

Accordingly, this factor is interpreted as Quality of the Learning Process, indicating the effectiveness of 
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classroom practices, teacher competence, and the overall quality of instructional interaction. Regions 

with high scores in this factor tend to exhibit well-managed and efficient learning systems supported by 

qualified educators. 

Factor 3 (PA3) presents high loadings for school management index (0.664), educational 

participation rate (0.828), and community involvement in education (0.729). This factor captures 

Educational Governance and Participation, focusing on managerial and social aspects of education. It 

highlights the implementation of educational policies, institutional management practices, and the 

degree of community engagement in supporting education sustainability. 

Overall, the three extracted factors—Educational Quality, Quality of the Learning Process, and 

Educational Governance and Participation—explain 80.4% of the total data variance. This indicates that 

these three latent dimensions comprehensively describe the structural characteristics of the educational 

system across regions in Indonesia. The results provide deeper insights into how disparities in 

educational quality can be understood through a combination of learning outcomes, teaching 

effectiveness, and governance practices supported by community participation. 

3.6. Determine k cluster  

To ensure that the clustering process produces meaningful and well-separated groups, it is essential to 

determine the optimal number of clusters (k) before performing the K-Medoids analysis. In this study, 

the Elbow Method was employed using the factoextra package and the fviz_nbclust function in RStudio. 

The method evaluates the total within-cluster sum of squares (WSS) for different cluster numbers and 

identifies the point where the rate of decrease in WSS begins to level off, indicating the most suitable 

number of clusters. 

 
Figure 5. Elbow Plot of K-Medoids. 

 As shown in the resulting plot, the decline in WSS became noticeably less significant after the 
third cluster. This pattern suggests that increasing the number of clusters beyond three does not 
substantially improve clustering performance. Therefore, the optimal number of clusters (k = 3) 
was selected for the subsequent K-Medoids clustering analysis, ensuring an effective balance 
between model simplicity and explanatory power. 

3.7. K-Medoids  

Based on the determination of the optimal k value, four clusters were identified as the optimal solution. 

Subsequently, cluster analysis was conducted using the K-Medoids method with the pam function from 

the cluster package. The clustering results are summarized in the Table 6. 

Table 6. Average of each cluster. 

Cluster X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 

1 64.50 62.30 54.25 72.93 64.11 61.16 57.03 59.41 64.12 76.34 27.58 65.61 38.23 

2 54.44 53.39 55.37 73.39 59.77 63.78 57.50 62.96 63.46 75.34 24.27 64.65 28.20 

3 86.52 82.76 58.48 79.33 72.77 63.51 63.40 61.09 67.23 77.86 27.28 68.44 49.04 
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 Based on the factor loading results presented in Table 5, three main factors were identified that 

represent the latent dimensions within the educational data, namely: (1) education quality, (2) quality of 

the learning process, and (3) governance and educational participation. These three factors served as the 

basis for constructing factor scores, which were subsequently used in the clustering process employing 

the K-Medoids method.  
 Table 6 presents the average values of each variable across clusters. Cluster 3 stands out with the 

highest mean values for almost all quality-related indicators, such as literacy (86.52), numeracy (82.76), 

and student participation (77.86). This indicates that regions belonging to Cluster 3 have high 

educational quality and active participation from both students and schools. This cluster reflects areas 

with a well-established learning system and strong support for educational excellence. Conversely, 

Cluster 1 shows moderate values for most variables, with relatively strong performance in school 

participation indicators (APS = 72.93) and net enrollment rate (APM = 64.11). This suggests that regions 

in Cluster 1 have relatively good access to education, although the quality of learning still requires 

improvement. Meanwhile, Cluster 2 records the lowest averages for almost all indicators, including 

literacy (54.44) and numeracy (53.39), depicting areas with low educational quality, possibly due to 

limited resources, teacher competency, and local education policy support.  
 After performing the K-Medoids clustering with the optimal number of clusters (k = 3), the mean 

values of each latent dimension (PA1, PA2, and PA3) were calculated for every cluster to examine the 

distinct characteristics of each group. To statistically verify whether these differences among clusters 

were significant, the Kruskal–Wallis test was subsequently conducted. This non-parametric test is 

suitable for assessing variations in median values across multiple independent groups when the data do 

not meet the assumption of normality. 

Table 7. Result Kruskal-wallis test. 

Dimension Chi-squared p-value 

PA1 339.92 < 2.2𝑒−16 

PA2 226.79 < 2.2𝑒−16 

PA3 85.45 < 2.2𝑒−16 

 Based on the Kruskal–Wallis test results, all three dimensions (PA1, PA2, and PA3) show high chi-

squared values with p-values < 0.005, indicating that these dimensions differ significantly across 

clusters. This finding supports the validity of the K-Medoids clustering results, suggesting that each 

cluster represents distinct regional profiles in terms of the three underlying latent dimensions—PA1 

(Educational Quality), PA2 (Learning Process Quality), and PA3 (Governance and Educational 

Participation). 

3.8. Cluster Evaluation  

Following the cluster analysis, the next step was to evaluate the clustering results using the Davies-

Bouldin Index (DBI) with the help of RStudio, specifically employing the Index.DB function from the 

ClusterSim package. The calculation yielded a DBI value of 1.44 for the K-Medoids analysis with three 

clusters. According to [11], a lower DBI value indicates better clustering quality, with values closer to 

0 reflecting optimal cluster separation. Therefore, a DBI score of 1.44 can be considered good, as it 

adequately represents the heterogeneity among regions within each cluster, although there remains room 

for improvement in cluster separation. 
 

3.9. Discussion  

Overall, the analysis indicates significant disparities across regions, highlighting the need for policy 

interventions tailored to the characteristics of each cluster. The clustering results presented in Table 5 

are further visualised in Figure 6 to facilitate interpretation of the grouping of regencies/cities in 

Indonesia based on the dimensions of quality, access, and governance in education for the year 2025 

with the help of Rstudio, specifically employing the shapefile JSON and leaflet package.  
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Figure 6. Map of the Distribution of Regencies/Cities in Indonesia Based on Cluster Results. 

The clustering analysis of regencies/cities in Indonesia using the K-Medoids method identified three 

clusters based on indicators of education quality, learning processes, and governance. Each color on the 

map represents a different cluster, reflecting variations in educational characteristics across regions. 

Cluster 3 (blue) includes regions with strong performance in literacy, numeracy, and student 

participation, supported by well-established learning systems, adequate infrastructure, and active 

community engagement. These regions are mainly concentrated in parts of Java, Kalimantan, and 

Sulawesi, highlighting areas that have successfully balanced education quality and governance. 

Interestingly, some 3T areas (frontier, outermost, and disadvantaged regions) are included in this cluster, 

indicating that appropriate policies can foster positive educational outcomes even in challenging 

contexts. Cluster 1 (orange) comprises regions with mixed performance, showing relatively good access 

to education, such as school participation, yet still facing challenges in achieving consistent learning 

outcomes. These areas are widely distributed across Sumatra, Kalimantan, Sulawesi, as well as parts of 

Java and Papua, reflecting ongoing improvements in educational opportunities alongside the need for 

further support to enhance teaching quality and governance. Cluster 2 (red) consists of regions with 

more limited educational outcomes, with constraints in literacy, numeracy, and overall learning 

effectiveness. These regions are mostly located in remote and less developed areas, including parts of 

Sumatra, Kalimantan, Papua, and other 3T regions. This highlights persistent disparities and the urgent 

need for targeted interventions to improve educational services and equity.  
 Overall, the findings highlight significant regional disparities in education across Indonesia. 

Geographic remoteness, socio-economic conditions, and governance effectiveness play crucial roles in 

shaping cluster membership, with urban areas generally performing better than remote regions. Based 

on these insights, several policy recommendations can be formulated to guide decision-makers in 

developing targeted operational strategies. A concise summary is presented in the table below. 

Table 8. Policy Recommendations. 

Cluster 
Number of 

Regions 

Medoid 

Regions 
Main Targets Programs 

Outcome 

Indicators 

3  200 

Banjarmasin City, 

South Kalimantan 

Province 

Maintain high 

quality in literacy, 

numeracy, 

character 

development, 

school 

participation rate 

(APS, ages 16–

18), and net 

participation rate 

(APM, ages 16–

18); Improve 

Best practice 

sharing programs, 

school 

digitalization, 

incentives for 

honorary 

teachers, targeted 

scholarship 

programs (PIP) 

Stable or increasing 

literacy & numeracy 

scores, APS & APM 

(16–18) >95%, high 

proportion of 

certified teachers 

maintained, 

improved utilization 

of local government 

education budget 

(APBD) 
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quality of 

learning, 

inclusive school 

climate, 

proportion of 

local government 

budget utilization 

for education, and 

percentage of 

certified senior 

high school 

teachers. 

 

 

 

 

 

 

1 

399 

Maros 

Regency, 

South 

Sulawesi 

Province 

 

 

 

 

Improve quality 

(literacy, 

numeracy, 

character, quality 

of learning, 

inclusive 

climate), access 

(school 

participation rate 

[APS, ages 16–

18], net 

participation rate 

[APM, ages 16–

18]), and 

governance 

(proportion of 

local government 

budget utilization 

for education) 

Targeted 

scholarship 

programs (PIP), 

conditional cash 

transfers for 

vulnerable 

families, school 

management 

mentoring, 

certified teacher 

training and 

incentives for 

honorary teachers, 

additional DAK 

Fisik for facilities 

and infrastructure 

(educational 

transportation, 

classroom 

renovation, 

sanitation) 

 

APS and APM 

increased by at least 

5%, significant 

increase in certified 

teachers, improved 

literacy and 

numeracy scores 

2  505 

North Nias 

Regency, 

North 

Sumatra 

Province 

Improve quality 

(literacy, 

numeracy, 

character, quality 

of learning, 

inclusive climate), 

access (school 

participation rate 

[APS, ages 16–

18], net 

participation rate 

[APM, ages 16–

18]), and 

governance 

(proportion of 

local government 

Additional DAK 

Fisik for school 

infrastructure, 

strengthening 

certified teacher 

training and 

incentives for 

honorary teachers, 

targeted 

scholarship 

programs (PIP), 

school 

management 

mentoring. 

 

Increase literacy & 

numeracy by 5%, 

APS and APM up 3–

5% within 12 

months, certified 

teachers increased 

by 10% 
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budget utilization 

for education) 

 

4. Conclusion 

This study provides a comprehensive understanding of educational disparities across Indonesia by 

systematically analyzing regional data through PCA, Factor Analysis, and K-Medoids clustering. The 

identification of three latent dimensions—education quality, quality of the learning process, and 

governance and educational participation—offers a robust framework for interpreting regional 

variations in educational performance. The optimal clustering solution, validated with a Davies–Bouldin 

Index (DBI) of 1.44, confirms that the clusters effectively capture differences among regions. The results 

demonstrate that spatial patterns in education are closely linked to local governance, infrastructure, and 

access, highlighting areas where targeted interventions are essential. This research underscores the 

necessity of cluster-based, evidence-driven policy strategies to enhance education quality, ensure 

equitable access, and strengthen governance mechanisms nationwide. By providing a methodological 

framework that integrates dimensionality reduction and clustering, this study contributes both 

theoretically and practically to the design of educational policies aimed at reducing disparities and 

promoting inclusive development across diverse regions. 
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